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NOVEL COMPUTATIONAL APPROACHES FOR MULTI-NETWORK

ANALYSIS TO IMPROVE PROTEIN FUNCTION PREDICTION

Abstract

by

Shawn Gu

Networks can be used to model complex real-world systems from many domains,

including computational biology. A protein-protein interaction (PPI) network (PPIN),

in which nodes are proteins and edges are PPIs, is a popular type of biological net-

work. While PPIN data are becoming widely available thanks to biotechnological

advancements, functions of many proteins remain unknown. As such, many compu-

tational techniques have been developed to analyze PPINs in order to gain insights

into proteins’ functions.

One such technique is biological network alignment (NA), which aims to find a

node mapping between species’ molecular networks that uncovers similar network

regions, thus allowing for the transfer of functional knowledge between the aligned

nodes. However, a major issue of NA methods is that often aligned nodes (proteins)

do not actually share the same function. So we aim to address such challenges by

introducing several novel computational advances, such as allowing for the alignment

of heterogeneous biological networks for the first time, or by learning from -omics data

what patterns of network topological relatedness (rather than similarity) correspond

to functional relatedness between biological networks of different species. We show

that the novel computational advances improve the accuracy of across-species protein

functional prediction compared to existing NA methods.
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One limitation of across-species NA is that it only considers biological networks at

the same scale: PPINs. However, at a more fine-grained scale, a protein’s 3D struc-

ture has important implications for its function. Such structures have been modeled

using protein structure networks (PSNs), where nodes are amino acids and edges

join those that are close in the 3D crystal structure, to great success. Thus, we argue

that PPIN and PSN data should be integrated as a “network of networks” (NoN).

We aim to answer whether NoN-based data integration is effective, by evaluating

whether NoN-based protein functional prediction, fusing the complementary PPIN

and PSN information, is more accurate than single-scale functional prediction, using

only PPIN or only PSN information. We show that NoN-based data integration has

the potential to uncover novel biological knowledge compared to only considering a

single scale, and thus is an exciting direction for future research.
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FIGURES

1.1 Illustration of alignments produced by (a) local and (b) global NA.
Dashed lines are between nodes that are aligned to each other. This
figure is adapted from [110]. . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Illustration of a (a) pairwise one-to-one alignment; (b) multiple one-
to-one alignment; (c) pairwise many-to-many alignment; and (d) mul-
tiple many-to-many alignment. In this toy example we only show three
networks for multiple NA, but multiple NA can be used on more than
three networks as well. . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 Illustration of two heterogeneous networks, each containing different
node as well as edge types (or colors). In a given network, different
node shapes represent different node types, and different line styles
represent different edge types. If we do not consider the ovals with red
edges (the bottom portion of the network), then we have a heteroge-
neous network with different node types, and thus implicitly different
edge types. If we only consider the ovals with blue or red edges, then
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The goal of HetNA as we define it is to find a node mapping between
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1.4 Illustration of the existing notion of topological similarity versus our
new notion of topological relatedness. Suppose that we are aligning
PPI networks of two different species, where for simplicity, only parts
of the whole networks are shown. Also, suppose that a color corre-
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of squares-with-diagonals to squares. In essence, noisy data or evo-
lutionary events can be captured by topological relatedness but not
topological similarity. . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.5 Illustration of a two-level biological NoN. Level 2 nodes (proteins) in
(a) the level 2 network (PPI network) are joined to their correspond-
ing (b) level 1 networks (PSNs) by dotted lines. Only three level 1
networks are shown for simplicity, but generally every level 2 node can
have a corresponding level 1 network. Nodes in the PSNs are colored
based on their corresponding amino acids in the ribbon diagram and
are not indicative of node labels. . . . . . . . . . . . . . . . . . . . . . 15
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2.4 Comparison of the quality of T alignments versus the corresponding
T+S alignments, under each of the PE and ME frameworks. Each
bar shows the number of cases (here, a case refers to a combination of
NA method, a network pair/set, and an alignment quality measure) in
which the T alignment is superior, the T+S alignment is superior, or
the two alignments are tied (i.e., within 1% of each other’s accuracy).
The cases are separated into network pairs/sets with known true node
mapping and network pairs/sets with unknown true node mapping. . 38

2.5 Alignment category comparison results for each of the PE and ME
frameworks over all evaluation tests for T+S alignments. The align-
ment categories (i.e., PE-P-P, etc.) are color-coded. View I. Overall
ranking of the NA methods. The “Overall rank” column shows the
rank of each method averaged over all evaluation tests, along with the
corresponding standard deviation (in brackets). View II. Alternative
view of ranking of the NA methods. Each pie chart shows the frac-
tion of evaluation test ranks that fall into the 1–4, 5–8, and 9–12 rank
bins out of all evaluation test ranks in the given alignment category.
The pie charts are color-coded with respect to alignments of network
pairs/sets with known and unknown node mapping, and TQ and FQ
measures. View III. Overall ranking of an NA method versus its run-
ning time for the Y2H1 network set. The size of each point visualizes
the overall ranking of the corresponding method over all evaluation
tests, corresponding to the “Overall rank” column in View I; the larger
the point size, the better the method. . . . . . . . . . . . . . . . . . . 40

2.6 Comparison of protein function prediction accuracy between the new
(approach 3) versus existing (approach 2) prediction approach for mul-
tiple alignments. Each bar on the left of the figure shows the number
of cases (i.e., alignments) in which the new approach is superior, the
existing approach is superior, or the two approaches are tied. Each
table shows the precision, recall, and number of predictions averaged
over all tests. In parentheses, we show standard deviations. The re-
sults are separated into network sets with known and unknown node
mapping. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
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3.1 Illustration of (a) node-colored and (b) edge-colored graphlets. (a)
With the exhaustive approach for enumerating all possible hetero-
geneous graphlets corresponding to homogeneous graphlet G1, i.e.,
a 3-node path, given two colors, there would be six heterogeneous
graphlets, each accounting for both which colors are present in the
graphlet and which node position has which color. On the other hand,
with our approach, there are three possible colored graphlets, denoted
by tcn1u, tcn2u, and tcn1 , cn2u, each accounting only for which colors are
present in the graphlet, ignoring the node-specific color information.
Consequently, with our approach, the last four graphlets on the right
of the arrow, which all have the same two colors present in them, are
treated as the same heterogeneous graphlet. We design our approach
in this way primarily to reduce the time complexity of counting het-
erogeneous graphlets in a network (but consequently, we also reduce
the space complexity compared to the exhaustive approach). Namely,
with our approach, the computational time complexity of searching
for a given colored graphlet in a heterogeneous network remains the
same as that of searching for its homogeneous equivalent. This is
because the former involves: 1) counting in the heterogeneous net-
work all graphlets, independent of their colors (which is the same as
counting homogeneous graphlets in the network), and 2) for each of
the homogeneous graphlets found in the network, simply determining
which node colors appear in it and thus which node-colored graphlet
the non-colored graphlet corresponds to. Step 1 is the time consum-
ing part of the node-colored graphlet counting process, unlike step 2,
which is trivial (can be done in constant time). (b) We develop a
similar approach for edge-colored graphlets. . . . . . . . . . . . . . . 59
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3.2 Illustration of HomEC and HetEC for an alignment between networks
G and H. Arrows represent one possible alignment (mapping) be-
tween the networks, i.e., their nodes. Note that this node mapping is
not the best alignment possible with respect to HomEC, but we use
it to illustrate the concepts involved. In the homogeneous case (i.e.,
if all nodes were of the same color), there exist four conserved edges:
the one formed by pa, aq and pa1, a1q – because a is aligned to a1, b
is aligned to b1, and an edge exists both between a and b as well as
between a1 and b1; the one formed by pa, cq and pa1, c1q; the one formed
by pc, dq and pc1, d1q; and the one formed by pb, dq and pb1, d1q. On
the other hand, pa, dq and pa1, d1q form a non-conserved edge, because
while a is aligned to a1 and d is aligned to d1, there is an edge between
a and d but not between a1 and d1. For a similar reason, pb, cq and
pb1, c1q form another non-conserved edge. So, given the existence of
four conserved edges and two non-conserved edges, homogeneous S3 is

# conserved edges
p# conserved edges`# non-conserved edgesq

“ 4{p4 ` 2q “ 0.67. In the heteroge-
neous case, for an edge to be conserved, the homogeneous condition is
still required. However, we also account for colors of the aligned end
nodes of a conserved edge and penalize for color mismatches. Specif-
ically, pa, bq and pa1, b1q are counted as a fully conserved edge (with
conservation weight of 1), because in addition to the fact that this
edge is conserved in the homogeneous case, a has the same color as a1,
and b has the same color as b1. pa, cq and pa1, c1q are counted as a less
conserved edge (with conservation weight of 2

3
), because while a and a1

have the same color, c and c1 do not. Similarly, pb, dq and pb1, d1q form a
partly conserved edge with conservation weight of 2

3
. pc, dq and pc1, d1q

are counted as an even less conserved edge (with conservation weight
of 1

3
) because neither c and c1 nor d and d1 have the same color. Finally,

pa, dq and pa1, d1q form a non-conserved edge, just as in the homoge-
neous case. Given the total edge conservation of 1` 2

3
` 2

3
` 1

3
“ 8

3
and

two non-conserved edges (the same ones as in the homogeneous case),
heterogeneous S3 uses the same formula as S3 and is 8

3
{p8

3
` 2q “ 0.57. 61
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3.3 Summarized results regarding the effect of the number of considered
node colors on alignment quality for (a) synthetic networks, (b) PPI
networks, and (c) protein-GO networks. In panels (a) and (b), there
are up to four considered node colors, while in panel (c), there are up
to two considered node colors (see Section 3.2.1 for details). For each
case (see below), we compare the different color levels (i.e., numbers
of considered colors shown on x -axes) and rank them from the best
(rank 1) to the worst (rank 4 in panels 1 and b, and rank 2 in panel c).
Then, we compute the percentage or frequency of all cases (see below)
in which the given color level is ranked as the first (rank 1), second
(rank 2), third (rank 3), or fourth (rank 4) best among all considered
color levels. In panel (a), there are 3 methods (WAVE, MAGNA++,
SANA) ˆ 2 networks (geometric, scale-free) ˆ 5 noise levels (0%, 10%,
25%, 50%, 75%) = 30 cases. In panel (b), there are 2 methods (WAVE,
SANA) ˆ 4 networks (APMS-Expr, APMS-Seq, Y2H-Expr, Y2H-Seq)
ˆ 5 noise levels (0%, 10%, 25%, 50%, 75%) = 40 cases. In panel
(c), there are 2 methods (WAVE, SANA) ˆ 2 networks (protein-GO-
APMS, protein-GO-Y2H) ˆ 5 noise levels (0%, 10%, 25%, 50%, 75%)
= 20 cases. Note that we analyzed an additional noise level (100%), but
we leave the corresponding results from this summary figure, because
at this level all cases are expected to result in the same (random)
alignments (Section 3.2.1 – Creating noisy counterparts of a synthetic,
PPI, or protein-GO network). Instead, we show the results for the
noise level of 100% in the detailed figures (Figs. 3.4, 3.5, 3.6). Also,
note that in this figure, for each case, we choose the best between
HetNC-HomEC and HetNC-HetEC. . . . . . . . . . . . . . . . . . . . 70

3.4 Detailed alignment quality results regarding the effect of the number
of node colors on alignment quality as a function of noise level for
synthetic, specifically geometric, networks, using (a) WAVE, (b)
MAGNA++, and (c) SANA. Gray squares, light blue circles, dark blue
triangles, and black stars indicate the aligned networks containing one,
two, three, and four node colors, respectively. For two or more node
colors, solid lines represent using HetNC-HomEC, and dashed lines
represent using HetNC-HetEC. Equivalent results for the remaining
synthetic, specifically scale-free, networks are shown in Supplementary
Fig. B.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.5 Detailed alignment quality results regarding the effect of the number
of node colors on alignment quality as a function of noise level for
PPI, specifically APMS-Expr, networks using (a) WAVE and (b)
SANA. The figure can be interpreted in the same way as Fig. 3.4. Re-
call that for these larger networks, we have not run MAGNA++ due to
its high computational complexity. Equivalent results for the remain-
ing PPI, specifically APMS-Seq, Y2H-Expr, and Y2H-Seq, networks
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3.6 Detailed alignment quality results regarding the effect of the number
of node colors on alignment quality as a function of noise level for
protein-GO, specifically protein-GO-APMS, networks using (a)
WAVE and (b) SANA. The figure can be interpreted in the same way
as Fig. 3.4. Recall that for these larger networks, we have not run
MAGNA++ due to its high computational complexity. Equivalent re-
sults for the remaining protein-GO, specifically protein-GO-Y2H, net-
works are shown in Supplementary Fig. B.8. . . . . . . . . . . . . . . 72

3.7 Summarized results regarding the effect of using HetEC over HomEC
(both with HetNC) on alignment quality for (a) synthetic networks,
(b) PPI networks, and (c) protein-GO networks. In all panels, there
are two evaluation scenarios (HetNC-HomEC and HetNC-HetEC). For
each case (see below), we compare the two considered evaluation sce-
narios and rank them from the best (rank 1) to the worst (rank 2).
Then, we compute the percentage or frequency of all cases (see be-
low) in which the given scenario is ranked as the first (rank 1) and
second (rank 2) best among the considered scenarios. In panel (a),
there are 2 methods (MAGNA++, SANA) ˆ 2 networks (geometric,
scale-free) ˆ 5 noise levels (0, 10, 25, 50, 75) ˆ 3 colors (1 color does
not have a HetEC counterpart) = 60 cases. In panel (b), there is 1
method (SANA) ˆ 4 networks (APMS-Expr, APMS-Seq, Y2H-Expr,
Y2H-Seq) ˆ 5 noise levels (as before) ˆ 3 colors (as before) = 60
cases. In panel (c), there is 1 method (SANA) ˆ 2 networks (protein-
GO-APMS, protein-GO-Y2H) ˆ 5 noise levels (as before) ˆ 1 color
(maximum 2 colors, but 1 color does not have a HetEC counterpart)
= 10 cases. Note that we analyzed an additional noise level (100%),
but we leave the corresponding results from this summary figure, be-
cause at this level all cases are expected to result in the same (random)
alignments (Section 3.2.1 – Creating noise counterparts of a synthetic,
PPI, or protein-GO network). Instead, we show the results for the
noise level of 100% in the detailed figures (Figs. 3.4, 3.5, 3.6). . . . . 73

3.8 Detailed alignment quality results regarding the effect of HomNC-
HetEC compared to HomNC-HomEC, HetNC-HomEC, and HetNC-
HetEC on alignment quality for the two considered case study evalua-
tion tests: (a) geometric networks using MAGNA++ and (b) APMS-
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way as Fig. 3.4, except that now solid lines represent HetNC-HomEC,
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3.9 Summarized results regarding the effect of the alignment method
on alignment quality for (a) synthetic networks, (b) PPI networks,
and (c) protein-GO networks. In panel (a), there are three consid-
ered alignment methods (WAVE, MAGNA++, and SANA). In panels
(b) and (c), there are two considered alignment methods (WAVE and
SANA; MAGNA++ was not tested because of its high computational
complexity). For each case (see below), we compare the alignment
methods and rank the different methods from best (rank 1) to worst
(rank 3 in panel (a), and rank 2 in panels (b) and (c)). Then, we com-
pute the percentage of all cases in which the given method is ranked
as the first (rank 1), second (rank 2), or third (rank 3) best among
all considered methods. In panel (a), there are 2 networks (geometric,
scale-free) ˆ 5 noise levels (0, 10, 25, 50, 75) = 10 cases. In panel
(b), there are 4 networks (APMS-Expr, APMS-Seq, Y2H-Expr, Y2H-
Seq) ˆ 5 noise levels (as above) = 20 cases. In panel (c), there are 2
networks (protein-GO-APMS, protein-GO-Y2H) ˆ 5 noise levels (as
above) = 10 cases. Note that we analyzed an additional noise level
(100%), but we leave the corresponding results from this summary fig-
ure, because at this level all cases are expected to result in the same
(random) alignments (Section 3.2.1 – Creating noise counterparts of a
synthetic, PPI, or protein-GO network). Instead, we show the results
for the noise level of 100% in the detailed figures (Figs. 3.4, 3.5, 3.6).
Also, note that in this figure, we give each method the best case ad-
vantage. That is, we show results for the best of HetNC-HomEC and
HetNC-HetEC, and also only for the maximum node color level (four
colors in panels (a) and (b), and two colors in panel (c)). We do the
latter because of all color levels, it is the maximum color level at which
the given method performs the best, for each method. Nonetheless, the
results remain qualitatively the same if we account for all considered
colored levels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.10 Summarized results comparing the running times verus accuracy
of different methods for 25% and 50% noise on (a) synthetic, specif-
ically geometric and scale-free, (b) PPI, specifically APMS-Expr and
APMS-Seq, and (c) protein-GO, specifically APMS and Y2H, net-
works. The x -axis is the running time of the given method on the given
network data at the given noise level, and the y-axis is the alignment
quality score. Here we use different shapes to represent the different
methods, different colors to represent the different noise levels, and
solid or broken lines to represent the different network data. Lines
are drawn between the different methods for the same noise level and
network data, for easier comparison of the different methods. Detailed
running time results for all other noise levels and network data are
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4.1 Distribution of topological similarity (GDV similarity) between node
pairs of a geometric random graph (i.e., a synthetic network) and its
(a) 0% and (b) 25% randomly perturbed counterparts. We show three
lines representing the distribution of topological similarity for match-
ing (i.e., functionally related) node pairs (blue), for non-matching, i.e.,
functionally unrelated, node pairs (red), and for 10 random samples
of the same size as the set of matching pairs, averaged (purple). Re-
sults are qualitatively similar for 50% random perturbation, scale-free
random graphs (a different type of synthetic networks), and GHOST’s
and IsoRank’s similarity measures. (Supplementary Figs. C.1-C.3). . 104

4.2 Distribution of topological similarity (GDV similarity) versus sequence
similarity (E-value) between yeast and human PPI networks of those
yeast-human protein pairs that are (a) functionally related (i.e., share
at least one biological process GO term such that the protein-GO term
annotation was experimentally inferred) and (b) functionally unre-
lated (i.e., share zero GO terms). The color of a pixel represents how
many node pairs have a given topological similarity and given sequence
similarity. The red horizontal and vertical lines indicate the thresh-
olds for topologically similar (y ě 0.85) or sequence similar (x ď 10´10)
pairs, and the percentages indicate the fraction of pairs that are in a
given quadrant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4.3 Average prediction accuracy of (a) 10-fold cross-validation and (b)
percent training tests for a geometric network and its randomly per-
turbed counterparts. In panel (b), different colored lines represent how
much data is used for training; these colors do not apply to panel (a).
A dotted black line indicates the accuracy expected if the classifier
makes random predictions. Qualitatively similar results for AUROC
and for scale-free networks are shown in Supplementary Figs. C.4–C.5. 107

4.4 Average prediction accuracy of (a) 10-fold cross-validation and (b)
percent training tests for real-world networks. In panel (b), differ-
ent colored lines represent how much data is used for training; these
colors do not apply to panel (a). A dotted black line indicates the
accuracy expected if the classifier makes random predictions. Quali-
tatively similar results for AUROC are shown in Supplementary Figs.
C.6–C.7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
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4.5 Comparison of different TARA evaluation tests in the task of protein
function prediction, for the ALL GO term rarity threshold. Differ-
ent percent training tests, specifically 10, 50, and 90, are compared
within each panel, and different ground truth datasets, specifically (a)
atleast1-EXP, (b) atleast2-EXP, and (c) atleast3-EXP, are compared
across panels. The alignment size (i.e., the number of aligned yeast-
protein pairs) and number of functional predictions (i.e., predicted
protein-GO term associations) made by each method, averaged over
the 10 instances we perform for each test, are shown on the top. For
example, the alignment for TARA-90 for the atleast2-EXP dataset
contains 1,327 aligned yeast-human protein pairs, and predicts 5,657
protein-GO term associations. Raw precision, recall, and F-score val-
ues are color-coded inside each panel. Complete results for the other
rarity thresholds are shown in Supplementary Fig. C.8. . . . . . . . . 110

4.6 Comparison of the six considered NA methods for rarity thresholds
(a, d) ALL, (b, e) 50, and (c, f) 25 using ground truth datasets
(a, b, c) atleast1-EXP and (d, e, f) atleast2-EXP in the task of
protein function prediction. The alignment size (i.e., the number of
aligned yeast-protein pairs) and number of functional predictions (i.e.,
predicted protein-GO term associations) made by each method. For
example, the alignment for TARA in panel (a) contains 27,155 aligned
yeast-human protein pairs, and predicts 91,618 protein-GO term as-
sociations. Raw precision, recall, and F-score values are color-coded
inside each panel. Results for atleast3-EXP are shown in Supplemen-
tary Fig. C.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

4.7 Overlap of the functional predictions made by TARA and PrimAlign
for atleast2-EXP at the 50 rarity threshold. Percentages are out of
the total number of unique predictions made by both methods com-
bined. Complete results for all methods and parameters are shown in
Supplementary Fig. C.10 and Supplementary File C.1. . . . . . . . . 117

4.8 Distribution of TARA’s redefined topological relatedness between node
pairs of a geometric random graph (i.e., a synthetic network) and its
(a) 0% and (b) 25% randomly perturbed counterparts. We show three
lines representing the distribution of topological relatedness for match-
ing (i.e., functionally related) node pairs (blue), for non-matching, i.e.,
functionally unrelated node pairs (red), and for 10 random samples of
the same size as the set of matching pairs, averaged (purple). . . . . . 120
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4.9 Comparison of TARA on the 2017 versus 2020 networks for rarity
thresholds (a, d) ALL, (b, e) 50, and (c, f) 25 using ground truth
datasets (a, b, c) atleast1-EXP and (d, e, f) atleast2-EXP in the task
of protein function prediction. The alignment size (i.e., the number of
aligned yeast-protein pairs) and number of functional predictions (i.e.,
predicted protein-GO term associations) made by each method. For
example, the alignment for TARA-2017 in panel (a) contains 27,155
aligned yeast-human protein pairs, and predicts 91,618 protein-GO
term associations. Raw precision, recall, and F-score values are color-
coded inside each panel. Results for atleast3-EXP are shown in Sup-
plementary Fig. C.11. . . . . . . . . . . . . . . . . . . . . . . . . . . 124

4.10 Summary of TARA-TS and our evaluation framework. (a) TARA-
TS aims to align two networks (in this study, yeast and human PPI
networks). Besides the networks, TARA-TS also uses sequence sim-
ilar yeast-human protein pairs as anchor links. See Section “4.2.2 –
Data”. (b) From the networks and anchor links, TARA-TS builds an
integrated yeast-human network and extracts integrated topology- and
sequence-based features of node (protein) pairs. See Section “4.2.2 –
TARA-TS’s feature extraction methodology”. (c) Given the features,
TARA-TS trains a classifier on a training set to learn what features dis-
tinguish between functionally related and functionally unrelated node
pairs, and then the classifier is evaluated on a testing set. To perform
this classification, yeast-human node pairs are labeled. If the two nodes
in a given pair are functionally related (intuitively, share GO terms),
they are labeled with the positive class; if they are functionally unre-
lated, they are labeled with the negative class. See Section “4.2.2 –
Data”. Then, the set of labeled node pairs is split into training and
testing sets to perform the classification. Only if classification accuracy
is high, i.e., if TARA-TS accurately predicts functionally (un)related
nodes to be functionally (un)related, does it make sense to use TARA-
TS to create an alignment for protein functional prediction. (d) Node
pairs from the testing set that are predicted as functionally related
are taken as TARA-TS’s alignment. Note that relying on testing data
only to create an alignment avoids any circular argument. See Section
“4.2.2 – TARA-TS’s classification and alignment generation”. (e) Any
alignment, of TARA-TS or an existing NA method such as PrimAlign
and TARA, can be given to a protein functional prediction framework
to predict protein-GO term annotations. Then, the different methods’
alignments are evaluated in terms of their prediction accuracy (we also
evaluate their running times). See Section “4.2.2 – Using an alignment
for protein functional prediction”. . . . . . . . . . . . . . . . . . . . . 129
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4.11 Comparison of the three TARA-TS versions and TARA. Comparison of
the three TARA-TS versions and TARA for GO term rarity threshold
25 and ground truth dataset atleast1-EXP, in terms of: (a) classifica-
tion accuracy, (b) protein functional prediction accuracy, (c) overlap
between aligned yeast-human protein pairs, and (d) overlap between
predicted protein-GO term associations. In panel (b), the alignment
for e.g., TARA contains 1,716 aligned protein pairs and predicts 3,474
protein-GO term associations. In panels (c)-(d), the pairwise over-
laps are measured via the Jaccard index. Panel (a) encompasses all
y percent training tests. Panels (b)-(d) are for the 90% training test.
Comparisons of different metapath choices for metapath2vec can be
found in Supplementary Fig. C.12. Results for the other ground-truth
rarity datasets and percent training tests are shown in Supplementary
Figs. C.13–C.19. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

4.12 Comparison of TARA-TS and TARA in terms of their alignment and
prediction overlaps. Comparison of the selected TARA-TS version and
TARA for GO term rarity threshold 50, ground truth dataset atleast1-
EXP, and the 90% training test, in terms of overlap between their: (a)
aligned yeast-human protein pairs and (b) predicted protein-GO term
associations. In panel (b), precision and recall are shown for each of
the three prediction sets captured by the Venn diagram; TARA++’s
predictions are those in the overlap. The overlaps are for one of the
10 balanced datasets; so, the alignment size and prediction number of
a method may differ from those in Fig. 4.11(b), where the statistics
are averaged over all balanced datasets. Results for the other ground
truth-rarity datasets are shown in Supplementary Figs. C.20–C.21. . 147

4.13 Comparison of TARA++ and three existing methods in the task of
protein functional prediction. Comparison of TARA++ and three ex-
isting methods in the task of protein functional prediction, for rar-
ity thresholds (a) 50 and (b, c) 25, and for ground truth datasets
(a, b) atleast1-EXP and (c) atleast2-EXP. The alignment size (the
number of aligned yeast-protein pairs) and number of functional pre-
dictions (predicted protein-GO term associations) are shown for each
method, except that TARA++ does not have an alignment per se. i.e.,
TARA++ comes from the overlap of predictions made by TARA and
TARA-TS; hence the “N/A”s. For TARA++ and TARA, results are
averages over all balanced datasets; the standard deviations are small
and thus invisible. Results for the other ground truth-rarity datasets
are shown in Supplementary Fig. C.22. . . . . . . . . . . . . . . . . . 149
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4.14 Comparison of TARA++ and three existing methods when all make
the same number of predictions. Representative results (for one ground
truth-rarity dataset) comparing TARA++ and three existing methods
in the same way as in Fig. 4.13(a) except that here all methods make
the same number of predictions. The remaining results (for the other
ground truth-rarity datasets) are shown in Supplementary Fig. C.23. 150

4.15 Comparison of TARA++ and PrimAlign in terms of their prediction
overlaps. Representative results (for GO term rarity threshold 50 and
ground truth dataset atleast1-EXP) comparing TARA++ and Pri-
mAlign in the same way as TARA and TARA-TS are compared in
Fig. 4.12(b). The remaining results (for the other ground truth-rarity
datasets) are shown in Supplementary Fig. C.24. . . . . . . . . . . . 151

4.16 Robustness of TARA++ to data noise. Robustness of TARA++ pro-
tein functional prediction accuracy as data noise increases from 0%
to 100%, for GO term rarity threshold 25 and ground truth dataset
atleast2-EXP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

5.1 A toy synthetic NoN generated from two random graph models. Large
dotted circles represent level 2 node groups (originating from isolated
NoNs) whose level 2 nodes are connected in a random geometric-
(GEO) or scale-free-like (SF) fashion. Small solid circles represent level
2 nodes whose level 1 networks are of the random graph type indicated.
Level 1 nodes and edges are not shown. Level 2 nodes are colored based
on their label, i.e., their combination of level 1 and level 2 network
topology (tpGEO,GEOq, pGEO,SF q, pSF,GEOq, and pSF, SF q}). . 166

5.2 Comparison of the nine considered approaches in the task of label
prediction for synthetic NoNs with the following parameters: (a) 5%
across-edge and 0% rewire-noise amount, (b) 5% across-edge and 75%
rewire-noise amount, (c) 95% across-edge and 0% rewire-noise amount,
and (d) 95% across-edge and 75% rewire-noise amount. “Combined
all” refers to L1 GDVM + L2 GDV + L1 DiffPool + L2 SIGN. Ac-
curacy is shown above the bars. Standard deviations are indicated
at the top of each bar; some have very small values and are thus not
visible. We expect an approach that only uses a single level and does
not capture clustering information to have around # of models

# of labels , or 0.5,
accuracy when both across-edge and rewire-noise amount are low (Sup-
plementary Section D.2.1). Results for other parameter combinations
are shown in Supplementary Figs. D.2-D.6. . . . . . . . . . . . . . . 175
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5.3 Summarized results of the eight considered approaches (as GCN-3 is
not used for the biological NoN) in the task of protein functional pre-
diction in terms of AUPR. For each GO term (out of the 131 total),
we rank the eight approaches’ from best (rank 1) to worst (rank 8).
Then, we calculate the proportion of GO terms each approach achieves
each rank. “Combined all” refers to L1 GDVM + L2 GDV + L1 Diff-
Pool + L2 SIGN. Results for other evaluation measures are shown in
Supplementary Fig. D.7 . . . . . . . . . . . . . . . . . . . . . . . . . 177

A.1 Clustering of NA methods, each with its T and T+S versions, using
each of the PE and ME frameworks. Clustering is based on pairwise
method similarities, which we compute as follows. The similarity be-
tween two NA methods is the mean of the Adjusted Rand Index (ARI;
explained below) of each pair of corresponding alignments produced by
the two NA methods, over all network pairs/sets. Each alignment of a
network pair/set is a set of node groups, i.e., a partition of the nodes in
all of the networks in the network pair/set, and we measure similarity
between two alignments by comparing their partitions using ARI. ARI
[167] is a widely used measure to calculate the similarity between two
partitions. Given the similarities between all pairs of the NA meth-
ods, we cluster using complete linkage hierachical clustering [50] and
visualize the clustering using a dendrogram. The results shown in this
figure rely on all alignments over all network sets (Yeast+%LC, PHY1,
PHY2, Y2H1, and Y2H2). Equivalent results broken down into results
for networks with known node mapping and results for networks with
unknown node mapping are shown in Supplementary Figs. A.2 and
A.3, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

A.2 Clustering of NA methods, each with its T and T+S versions, using
all network sets with (a) known node mapping and (b) unknown
node mapping in the PE framework. The figure can be interpreted
the same way as Supplementary Fig. A.1. . . . . . . . . . . . . . . . 228

A.3 Clustering of NA methods, each with its T and T+S versions, using
all network sets with (a) known node mapping and (b) unknown
node mapping in the ME framework. The figure can be interpreted
the same way as Supplementary Fig. A.1. . . . . . . . . . . . . . . . 228
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A.4 Overall ranking of an NA method versus its running time for the PE
framework over all evaluation tests (where a test is a combination
of an NA method, a network pair, and an alignment quality mea-
sure). By NA method, here, we mean the combination of a PNA or
MNA method and the alignment category (Chapter 2.2.4 of the main
document). Namely, there are 12 NA methods in the PE framework
(four PNA methods associated with the PE-P-P categories and four
MNA methods associated with each of the PE-M-M and PE-M-P cat-
egories). The running time results are when aligning all network pairs
in the Y2H1 network set, where each method is restricted to use a
single core. The size of each point visualizes the overall ranking of
the corresponding method over all evaluation tests over all network
pairs/sets, corresponding to the “Overall rank” column in View I of
Fig. 2.5 in the main document; the larger the point size, the better
the method. In order to allow for easier comparison between the differ-
ent alignment categories, “Average” shows the average running times
and average rankings of the methods in each alignment category. . . . 229

A.5 Overall ranking of an NA method versus its running time for the ME
framework over all evaluation tests (where a test is a combination
of an NA method, a network pair, and an alignment quality mea-
sure). By NA method, here, we mean the combination of a PNA or
MNA method and the alignment category (Chapter 2.2.4 of the main
document). Namely, there are 12 NA methods in the ME framework
(four PNA methods associated with the ME-P-P categories and four
MNA methods associated with each of the ME-M-M and ME-M-P cat-
egories). The running time results are when aligning the Y2H1 network
set, where each method is restricted to use a single core. The size of
each point visualizes the overall ranking of the corresponding method
over all evaluation tests over all network pairs/sets, corresponding to
the “Overall rank” column in View I of Fig. 2.5 in the main document;
the larger the point size, the better the method. In order to allow
for easier comparison between the different alignment categories, “Av-
erage” shows the average running times and average rankings of the
methods in each alignment category. . . . . . . . . . . . . . . . . . . 230
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A.6 Method comparison results for each of the PE and ME frameworks
over all evaluation tests (where a test is a combination of an NA
method, a network pair/set, and an alignment quality measure), for
T alignments. By NA method, here, we mean the combination of a
PNA or MNA method and the alignment category (Chapter 2.2.4 of
the main document). Namely, there are 12 NA methods in the PE
framework (four PNA methods associated with the PE-P-P categories
and four MNA methods associated with each of the PE-M-M and PE-
M-P categories) and 12 NA methods in the ME framework (four PNA
methods associated with the ME-P-P categories and four MNA meth-
ods associated with each of the ME-M-M and ME-M-P categories).
The alignment categories are color coded. View I. Overall ranking
of the NA methods. The “Overall rank” column shows the rank of
each method averaged over all evaluation tests, along with the corre-
sponding standard deviation (in brackets). Since there are 12 meth-
ods in a given framework, the possible ranks range from 1 to 12. The
lower the rank, the better the given method. The “p1-value” column
shows the statistical significance of the difference between the rank-
ing of each method and the 1st best ranked method. The “p2-value”
column shows the statistical significance of the difference between the
ranking of each method and the 2nd best ranked method. The “Non.
sig. (fail)” column shows the fraction of evaluation tests in which the
alignment quality score is not statistically significant, and, in brackets,
the fraction of evaluation tests in which the given NA method failed to
produce an alignment. Equivalent results over all evaluation tests bro-
ken down into functional and topological alignment quality measures,
as well as over all evaluation tests broken down into network pairs/sets
with known and unknown node mapping, are shown in Supplementary
Tables A.4–A.11. View II. Alternative view of ranking of the NA
methods. Each pie chart shows the fraction of evaluation test ranks
that fall into the 1–4, 5–8, and 9–12 rank bins out of all evaluation test
ranks in the given alignment category. For example, for the PE frame-
work, in the PE-P-P alignment category, 56%, 26%, and 18% of the
evaluation test ranks fall into ranks 1–4, 5–8, and 9–12, respectively,
totaling to 100% of the evaluation test ranks in the PE-P-P alignment
category. The pie charts allow us to compare the three alignment cate-
gories rather than individual NA methods in each category. The larger
the pie chart for the better (lower) ranks, and the smaller the pie chart
for the worse (higher) ranks, the better the alignment category. For
example, in the PE framework, PE-P-P has the most evaluation tests
ranked 1–4 and the fewest evaluation tests ranked 9–12, followed by
PE-M-P, followed by PE-M-M. This implies that PE-P-P is superior
to PE-M-P and PE-M-M. The pie charts are color coded with respect
to alignments of network pairs/sets with known and unknown node
mapping, and FQ and TQ measures. . . . . . . . . . . . . . . . . . . 231
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A.7 Comparison of protein function prediction accuracy between the new
(approach 3) versus the existing prediction approach for multiple
alignments (approach 2), for all alignments from the ME framework
(i.e., ME-P-P, ME-M-P, and ME-M-M categories). We calculate the
prediction accuracy as described in Fig. 2.6 in the main document.
Each column shows the precision and recall achieved by the new or ex-
isting prediction approach for each NA method, as well as the number
of predictions made by the approach. The alignments are separated
into networks sets with known and unknown mapping. . . . . . . . . 234

A.8 Comparison of protein function prediction accuracy under the PE
framework (i.e., PE-P-P, PE-M-P, and PE-M-M categories) and ME
framework (i.e., ME-P-P, ME-M-P, and ME-M-M categories). We
calculate the prediction accuracy as described in Fig. 2.6 in the main
document. Each column shows the precision and recall achieved by
the new or existing prediction approach for each NA method, as well
as the number of predictions made by the approach. The alignments
are separated into networks sets with known and unknown mapping. . 235

A.9 Illustration of the effect of the choice of scaffold network on alignment
quality when combining pairwise alignments into a multiple alignment.
These are representative results for one of the analyzed TQ measures
(NCV-CIQ; panel (a)), one of the analyzed FQ measures (GO correct-
ness – GC; panel (b)), one of the analyzed network sets (Y2H1), and
one of the analyzed NA methods (WAVE). Clearly, different choices
of scaffold network (x-axis) yield different alignment quality scores (y-
axis). The same holds for other combinations of alignment quality
measures, network sets, and NA methods. In our evaluation, of all
scaffold network choices, the one that yields the best multiple align-
ment is chosen. In this particular representative scenario, it is the
human network that was chosen as the scaffold, since this scaffold
choice clearly yields significantly better alignment quality than any
other scaffold choice. . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

A.10 Comparison of protein function prediction accuracy under the the PE
and ME frameworks, where we use approach 2 for the ME framework
(rather than using approach 3 for the ME framework like we do in Fig.
2.7 of the main document). The figure can be interpreted the same
way as Fig. 2.6 in the main document. . . . . . . . . . . . . . . . . . 237
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B.1 Detailed alignment quality results regarding the effect of the number
of node colors on alignment quality as a function of noise level for
synthetic, specifically geometric, networks using (a) WAVE, (b)
MAGNA++, and (c) SANA. Gray squares, light blue circles, dark blue
triangles, and black stars indicate the aligned networks containing one,
two, three, and four node colors, respectively. For two or more node
colors, solid lines represent using HetNC-HomEC, and dashed lines
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CHAPTER 1

INTRODUCTION

1.1 Overview

Many real-world systems, from microscopic proteins to worldwide human civi-

lization, are comprised of different kinds of entities and relationships between them.

Representing such systems as networks (graphs) [11], in which the entities are mod-

eled as nodes and the relationships as edges, allows for one to study them math-

ematically. This means that domain scientists can take advantage of the vast and

rapidly growing amount of computational approaches for analyzing these networks,

deepening the understanding of the systems they model. This dissertation focuses

on the development of novel computational approaches for analyzing networks in the

biology domain, since understanding the systems modeled by biological networks can

give insights into human health, and because most of biological network data is pub-

licly available, unlike in many other domains. However, the ideas in this dissertation

are applicable to any network type in any domain.

Protein-protein interaction (PPI) networks are a widely studied type of biological

networks since they can be used to model cellular functioning. In such networks,

nodes are proteins and edges are PPIs. While biotechnological advancements have

made PPI network data available for many species [21, 9, 38, 82], functions of many

proteins in many of these species remain unknown [46]. But understanding these

functions is important because, for example, understanding proteins’ roles in a dis-

ease such as cancer can lead to the development of better preventative measures or
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treatments. While researches would ideally perform wet lab experiments to uncover

proteins’ functions, doing so can be expensive, time consuming, and potentially eth-

ically restricted if e.g., dealing with the human species. Therefore, computational

analyses for determining proteins’ functions, including PPI network analyses, are

used in a complementary fashion to deepen the protein functional knowledge that

wet lab experiments alone cannot uncover.

Many important proteins and their roles in cellular functioning are (partially)

conserved across different species due to evolution. So, one way to uncover pro-

teins’ functions is by transferring biological knowledge from a well-studied species,

such as Saccharomyces cerevisiae (yeast), Caenorhabditis elegans (worm), Drosophila

melanogaster (fly), or Mus musculus (mouse), to a less-well-studied one, such as

Homo sapiens (human). Genomic sequence alignment has traditionally been used

for this task, by transferring functional knowledge between conserved (aligned) se-

quence regions of proteins in different species. However, genomic sequence alignment

does not consider the interactions between proteins, which are ultimately what carry

out cellular function. So, network alignment (NA) can be used in a complementary

fashion to predict what sequence alignment alone cannot [146, 53, 110, 48, 47, 72].

NA aims to find a node mapping (i.e., an alignment) between the compared networks

that uncovers regions of high topological (and often sequence) similarity. Then, NA

methods assume that aligned proteins across these regions of high topological similar-

ity perform similar functions, i.e., are functionally related. So, analogous to genomic

sequence alignment, NA can be used to transfer knowledge across species between

their conserved network (rather than just sequence) regions, predicting functions of

proteins in the less-well-studied species based on functions of their aligned coun-

terparts in the well-studied species. This task of across-species protein functional

prediction is one of the ultimate goals of biological NA. So, one of the key goals of
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this dissertation is to introduce novel computational directions for the problem of

biological NA.

However, across-species knowledge transfer is not the only way to uncover func-

tions of proteins. Instead, one can infer proteins’ functions based on the proteins’

relationships to other proteins with known functions within the same species. Node

label prediction [20], a general network science task under the “graph (machine)

learning” umbrella, is one such way to do this. Given a single network, the goal is

to predict labels of its nodes ; for example, given proteins in a PPI network, one can

train a classifier to uncover patterns between proteins’ PPI network-based features

and their functions.

Both NA and node label prediction, in the context of protein functional predic-

tion, deal with networks at the same scale: PPI networks. However, at a finer-grained

scale, proteins themselves consist of a sequence of amino acids that folds in 3D space.

This structure of a protein has important implications for its function, so computa-

tional analysis of protein structure is another lens under which one can study proteins.

While traditional structural analysis typically relies on 3D geometric transformations

[182], methods based on protein structure networks (PSNs), in which nodes are amino

acids and edges join amino acids that are close to each other with respect to the folded

protein, have been shown to outperform non-network-based models in tasks such as

protein structural comparison/classification [55, 125] and protein functional predic-

tion [63]. This introduces another way to uncover proteins’ functions, by analyzing

proteins’ structure networks. In particular, graph label prediction [128], a comple-

mentary task to node label prediction, can be used. Given multiple networks, the

goal is to predict labels of those networks ; for example, given multiple PSNs, one can

train a classifier to uncover patterns between proteins’ PSN-based structural features

and their functions.
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An interesting multiscale (i.e., multilevel) relationship is evident here. Namely,

proteins interact with each other, modeled as PPI networks, and proteins themselves

consist of interacting amino acids, modeled as PSNs. That is, nodes in a network at

a higher level are themselves networks at a lower level – some entities, in this case

proteins, both participate in and are themselves composed of interactions. So, as

another key contribution of this dissertation, we argue that such a system of systems

should be integrated as a “network of networks” (NoN), and that another type of

method, namely entity label prediction using information (features) from both levels

of an NoN, is worth exploring for protein functional prediction.

In summary, in this dissertation, we develop novel computational approaches for

two kinds of multi-network analyses under the task of protein function prediction:

across-species PPI network alignment (Section 1.2) and multilevel NoN-based entity

(protein) label prediction (Section 1.3). Again, we note that while this dissertation

focuses on the computational biology application of NoNs, systems in other domains

can also exhibit this multilevel relationship (Section 1.3.2), and our idea are also

applicable to them.

1.2 Network alignment

1.2.1 Background

NA is closely related to the NP-complete subgraph isomorphism, or subgraph

matching, problem, in which the goal is to find a node mapping such that one network

is an exact subgraph of another network [35]. However, NA is more general in that

it aims to find the best “fit” of one network into another network, even if the first is

not an exact subgraph of the second. A widely used measure to quantify this “fit”

is the amount of conserved (aligned) edges, i.e., the size of the common conserved
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subgraph between the aligned networks. But because maximizing edge conservation

is NP-hard [95], all NA methods are heuristics.

NA can be categorized into several broad types, whose high-level input / output

/ goal differences are as follows.

First, NA can be local or global (Fig. 1.1), like sequence alignment. Local NA

aims to find highly conserved network regions but usually results in such regions

being small [16, 17, 58, 89, 94, 98, 147, 29, 117]. Global NA aims to maximize overall

network similarity; while it usually results in large aligned network regions, these

regions are suboptimally conserved [54, 59, 91, 95, 96, 99, 114, 122, 126, 130, 153,

154, 178]. Both have their own (dis)advantages [110, 72]. As global NA has received

more attention recently than local NA, we focus on global NA in this dissertation.

(a) (b)

Figure 1.1. Illustration of alignments produced by (a) local and (b) global
NA. Dashed lines are between nodes that are aligned to each other. This
figure is adapted from [110].

Second, NA can be one-to-one (each node can be aligned to exactly one distinct

node in another network) or many-to-many (a node may be aligned to more than

one node in another network). Since both one-to-one and many-to-many alignments
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can be used in our considered task of across-species protein functional prediction, we

consider both in this dissertation.

Given these categorizations of local, global, one-to-one, and many-to-many NA,

it is important to clear up some terminology regarding them (even though we do

not consider local NA in this dissertation, we include it below for completeness).

Traditionally, given networks G1 “ pV1, E1q and G2 “ pV2, E2q, where, without loss

of generality, |V1| ď |V2|, local NA has meant the same as many-to-many NA: a

relation R Ď V1 ˆ V2 (Fig. 1.1(a)). Also, global NA has meant the same as one-

to-one NA: an injective function f : V1 Ñ V2 (Fig. 1.1(b)). However, over time,

methods claiming to be local and one-to-one, or global and many-to-many, have been

proposed.

Thus, there are actually four combinations from the aforementioned categoriza-

tions, defined as follows. Given S1 Ď V1, local one-to-one NA should be thought of

as an injection from S1 to V2 where S1 is much smaller than V1 (few nodes in G1 are

mapped to nodes in G2). Global one-to-one NA should be thought of as an injection

from S1 to V2 where S1 and V1 have similar, or are the same, size (most nodes in

G1 are mapped to nodes in G2). Local many-to-many NA should be thought of as a

relation R Ď S1 ˆ V2 where S1 is much smaller than V1. And global many-to-many

NA should be thought of as a relation R Ď S1 ˆ V2 where S1 and V1 have similar, or

are the same, size.

Third, NA can be pairwise (aligns two networks) or multiple (aligns three or more

networks) [53, 72]. Both pairwise (Fig. 1.2(a, c)) and multiple (Fig. 1.2(b, d)) NA

can produce one-to-one (Fig. 1.2(a, b)) or many-to-many (Fig. 1.2(c, d)) alignments.

We consider all four possible combinations in this dissertation.
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One-to-one
2 networks

(a)

One-to-one
>2 networks

(b)

Many-to-many
2 networks

(c)

Many-to-many
>2 networks

(d)

Figure 1.2. Illustration of a (a) pairwise one-to-one alignment; (b) mul-
tiple one-to-one alignment; (c) pairwise many-to-many alignment; and (d)
multiple many-to-many alignment. In this toy example we only show three
networks for multiple NA, but multiple NA can be used on more than three
networks as well.

1.2.2 Related work

To find a good “fit” between networks, NA methods generally consist of two al-

gorithmic components. First, a mathematical heuristic is used to quantify the topo-

logical similarity (how close to isomorphic two nodes’ extended neighborhoods are)

between nodes across networks [153, 130, 96, 114, 95, 107, 102, 158, 164, 103, 53, 72].

Nodes’ topological similarities are also sometimes combined with non-network-based

similarities; for biological NA, incorporating the corresponding proteins’ sequence

similarities is popular [153, 95, 130].

Second, these (possibly combined) node similarities are given to an alignment

strategy that aims optimize some objective function. Early NA methods’ alignment

strategies aimed to maximize the overall similarity between nodes in the alignment,

in hopes that doing so would conserve edges and achieve an isomorphic-like matching.

For example, methods used matching algorithms, such as a simple greedy approach

[153] or the Hungarian algorithm [114], on the nodes’ similarities. As another ex-

ample, seed-and-extend approaches were also developed [96, 130, 158, 95]; in such

approaches, first two highly similar nodes are aligned, i.e., seeded. Then, the most

similar of the seed’s neighboring nodes, the neighbors of the seed’s neighbors, etc.

are aligned. This step of extending around the seed is intended to improve the over-
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all similarity between nodes as well as implicitly conserve edges. Later NA methods’

alignment strategies shifted to search algorithms. By efficiently searching through the

space of possible alignments via genetic algorithms [143, 164] or simulated annealing

[103], such algorithms could explicitly optimize for (i.e., find) alignments with high

overall node similarity and high edge conservation.

However, as we discuss in Sections 1.2.3.2 and 1.2.3.3 (correspondingly, Chapters

3 and 4), these existing NA methods have drawbacks that we aim to address in this

dissertation.

1.2.3 Research questions and our contributions

1.2.3.1 Pairwise versus multiple network alignment

It is hypothesized that multiple NA leads to higher quality alignments than pair-

wise NA [99, 163, 74, 4, 28], and thus to deeper biological insights, since the former

considers information from more networks at once compared to pairwise NA. How-

ever, because fairly comparing pairwise and multiple NA is difficult due to their

different output types (Fig. 1.2), the hypothesis that multiple NA is superior to

pairwise NA had not been tested previously.

Research question. So, the work in this dissertation aims to answer whether

multiple NA indeed leads to deeper biological insights, i.e., to higher across-species

protein functional prediction accuracy, than pairwise NA.

Our contributions. To answer this, we develop an evaluation framework to allow

for a fair comparison of pairwise and multiple NA [166]. In particular, we evaluate

prominent pairwise and multiple NA methods on synthetic and real-world biological

networks, using topological (are aligned regions isomorphic-like) and functional (are

aligned nodes functionally related) alignment quality measures. We compare pairwise

and multiple NA in both a pairwise (native to pairwise NA) and multiple (native to

multiple NA) manner. Pairwise NA is expected to perform better under the pairwise
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evaluation framework. Indeed this is what we find. Multiple NA is expected to

perform better under the multiple evaluation framework. Shockingly, we find this

not always to hold; pairwise NA is often better than multiple NA in this framework,

depending on the choice of evaluation test. Furthermore, pairwise NA is faster than

multiple NA on average. For these reasons, we focus on pairwise NA for the remainder

of the dissertation.

1.2.3.2 Heterogeneous network alignment

Regardless of the NA category, one issue of existing biological NA methods is that

the alignments they produce are of low functional alignment quality. In particular,

when comparing PPI networks of different species, aligned nodes (proteins) often do

not correspond to proteins that perform the same biological function [130, 115, 30,

110, 72]. In other words, current NA methods are not achieving their goal, and thus

NA cannot effectively transfer functional knowledge across networks.

This could be because existing NA methods deal with homogeneous networks,

where nodes are of a single type and edges are of a single type. However, networks

can have nodes or edges of more than one type (Fig. 1.3). For example, different

biological entities, such as proteins, phenotypes, or drugs, can be modeled as nodes,

and different types of interactions, such as protein-protein, phenotype-phenotype,

drug-drug, protein-phenotype, protein-drug, or phenotype-drug associations can be

modeled as edges. Even within PPI networks, proteins themselves can be categorized

in different ways, for example based on if they are associated with a certain disease or

not. Capturing such heterogeneous information via a new node similarity heuristic,

or developing an alignment strategy that favors aligning nodes of the same type,

could lead to higher quality alignments.

Research question. So, the work in this dissertation aims to answer whether

heterogeneous NA is superior to homogeneous NA.
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(a)

Figure 1.3. Illustration of two heterogeneous networks, each containing dif-
ferent node as well as edge types (or colors). In a given network, different
node shapes represent different node types, and different line styles repre-
sent different edge types. If we do not consider the ovals with red edges (the
bottom portion of the network), then we have a heterogeneous network with
different node types, and thus implicitly different edge types. If we only con-
sider the ovals with blue or red edges, then we have a heterogeneous network
with different edge types but a single node type (also called multimodal net-
works with two edge modes). The goal of HetNA as we define it is to find a
node mapping between heterogeneous networks that contain different node
types, different edge types, or both.

Our contributions. To answer this, we generalize three prominent homogeneous

NA methods, WAVE [158], MAGNA++ [164], and SANA [103], to their heteroge-

neous counterparts to allow for heterogeneous NA for the first time [70]. We introduce

several algorithmic novelties for this. Namely, these existing methods compute ho-

mogeneous graphlet-based node similarities and then find high-scoring alignments

with respect to these similarities, while simultaneously maximizing the amount of

conserved edges. Instead, we extend homogeneous graphlets to their heterogeneous

counterparts, which we then use to develop a new measure of heterogeneous node

similarity. Also, we extend S3, a state-of-the-art measure of edge conservation for

homogeneous NA, to its heterogeneous counterpart. Then, we find high-scoring align-

ments with respect to our heterogeneous node similarity and edge conservation mea-

sures. In evaluations on synthetic and real-world biological networks, our proposed

heterogeneous NA methods lead to higher-quality alignments, are more robust to

10



noise in the data, and are comparable in terms of running time compared to their

homogeneous counterparts.

1.2.3.3 Data-driven network alignment

Another possible reason that existing NA methods produce alignments of low

functional quality is due to the assumption that they make. Namely, they assume that

topologically similar nodes, i.e., those with isomorphic-like neighborhoods to each

other, are functionally related. Hence, many existing NA methods use node similarity

heuristics that quantify this isomorphic-like matching. However, this assumption may

be flawed. In the context of PPI networks, much data is still incomplete or noisy

[93]. This alone can cause mismatches between proteins’ topological similarity and

functional relatedness. For example, if a set of three proteins that are all linked to

each other via PPIs (i.e., a triangle) is in reality fully evolutionary conserved (i.e.,

perform similar functions) between two species, then the two triangles in the two

species are topologically similar. But say that one of the three PPIs that actually

exists in reality is missing in exactly one of the two species’ current PPI networks

due to data noise. Then, it is a 3-node path in that species that should be aligned

to a triangle in another species in order to identify functional relatedness. That is,

proteins that perform similar functions are now topologically dissimilar due to the

data noise.

Even when PPI network data become complete, the traditional assumption of

topological similarity is unlikely to hold due to biological variation between species.

Namely, molecular evolutionary events such as gene duplication, deletion, or mutation

may cause PPI network topology to differ across species’ evolutionary conserved (i.e.,

functionally related) network regions. Even for protein sequence alignments, pairwise

sequence identity as low as 30% is sufficient to indicate evolutionary conservation (i.e.,
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homology) for 90% of all protein pairs [140]. So, one can perhaps expect evolutionary

conserved PPI networks of different species to be as topologically dissimilar.

Research question. The work in this dissertation aims to answer whether the pre-

defined topological similarity assumption of existing NA methods holds, and if not,

to shift the paradigm of NA so that it does not rely on this assumption, instead

learning from the data what nodes should be aligned.

Our contributions. We find that the topological similarity assumption does not

hold well. Namely, given node pairs known to be functionally related and node pairs

known to be functionally unrelated, we analyze the distributions of topological sim-

ilarity for the two groups. If the topological similarity distribution of functionally

related pairs is very different from that of functionally unrelated pairs, then topo-

logical similarity can distinguish between functionally related and unrelated pairs.

However, we find that the topological similarity distributions of the two groups are

actually close to each other – if one selects a topologically similar pair, it is almost

an equal chance for that pair to be functionally related as functionally unrelated.

Consequently, we shift the paradigm of how the NA problem is approached.

Specifically, we redefine NA as a data-driven framework, called TARA (data-driven

NA), which attempts to learn the relationship between nodes’ “topological related-

ness” and their functional relatedness without assuming that topological relatedness

means topological similarity [68]. Because the distinction between topological relat-

edness and similarity is crucial to understanding our framework, we illustrate and

describe the difference in Fig. 1.4.

TARA makes no assumptions about what nodes should be aligned, distinguish-

ing it from existing NA methods. Specifically, TARA trains a classifier to predict

whether two nodes from different networks are functionally related based on their

network topological patterns (features). We find that TARA is able to make accu-
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(a) (b)

Figure 1.4. Illustration of the existing notion of topological similarity versus
our new notion of topological relatedness. Suppose that we are aligning
PPI networks of two different species, where for simplicity, only parts of
the whole networks are shown. Also, suppose that a color corresponds to
the function that a node performs, in this case the “purple” function or the
“orange” function. (a) An NA method based on topological similarity will
produce an alignment with low functional quality on our example networks.
Such a method will align nodes d, e, f , and g in species 1 to nodes 1, 2,
3, and 8 in species 2 because each set of nodes forms the same subgraph: a
square with a diagonal (square-with-diagonal). However, the species 1 nodes
perform the “orange” function, while the species 2 nodes perform the “purple”
function – the nodes are not functionally related. (b) On the other hand,
an NA method based on topological relatedness will produce an alignment
with high functional quality on our example networks. This is because such a
method will learn that 3-node paths in species 1 should be aligned to square-
with-diagonals in species 2, since the 3-node path consisting of nodes a, b,
and c in species 1 performs the same function (“purple”) as the square-with-
diagonal consisting of nodes 1, 2, 3, and 8 in species 2; and that square-with-
diagonals in species 1 should be aligned to squares in species 2, since the
square-with-diagonal consisting of nodes d, e, f , and g in species 1 performs
the same function (“orange”) as the square consisting of nodes 4, 5, 6, and 7
in species 2. Using these learned patterns, the method will try to align the
rest of the nodes between the networks (not shown in the figure), transferring
the functions of 3-node paths to square-with-diagonals, and of squares-with-
diagonals to squares. In essence, noisy data or evolutionary events can be
captured by topological relatedness but not topological similarity.

rate predictions. TARA then takes each pair of nodes that are predicted as related

to be part of an alignment, thus achieving high functional quality.
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Recall that NA methods can either rely solely on topological information to align

nodes, or they can use both topological and protein sequence information. TARA

as initially implemented is of the former, using only topological information. In

this context, we find that TARA outperforms existing state-of-the-art NA methods

that also use topological information, WAVE and SANA, and even outperforms or

complements a state-of-the-art NA method that uses both topological and sequence

information, PrimAlign [87]. Thus, we go further and extend TARA into TARA++

[69], which uses both topological and sequence information. We do so by creating

an integrated network. In particular, we convert two homogeneous networks (PPI

networks of the species being compared) into one combined network consisting of

proteins of species 1, proteins of species 2, PPIs of species 1, PPIs of species 2, and

across-species links based on sequence information between the proteins. Then, we

adapt social network embedding to extract features from this integrated network,

which we then use in TARA’s data-driven framework. We find that in doing so,

TARA++ improves upon both TARA and PrimAlign.

1.3 Modeling multi-scale data via a network of networks

1.3.1 Background

To reiterate, sometimes the entities (e.g., proteins) that are represented by nodes

in a network (e.g., a PPI network) can themselves be modeled as networks (e.g.,

PSNs). We argue that the systems involving such entities should be integrated into

a “network of networks” (NoN), where nodes in a network at a higher level are them-

selves networks at a lower level (Fig. 1.5). More specifically, we refer to the higher

level of the NoN as the level 2 network (Fig. 1.5(a)), which contains level 2 nodes and

level 2 edges. Each level 2 node has a corresponding level 1 network at the lower level

of the NoN (Fig. 1.5(b)), which contains level 1 nodes and level 1 edges. We number
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levels in this way with the idea that lower-level networks are the building blocks of

higher-level networks. However, we tend to discuss level 2 networks first, as doing so

is often more convenient for developing intuition. Even though we analyze two-level

NoNs in this dissertation, NoNs can encompass more: proteins interact with each

other to carry out cellular functioning, cells interact with each other to form tissues,

and so on, up the levels of biological organization.

Figure 1.5. Illustration of a two-level biological NoN. Level 2 nodes (pro-
teins) in (a) the level 2 network (PPI network) are joined to their corre-
sponding (b) level 1 networks (PSNs) by dotted lines. Only three level 1
networks are shown for simplicity, but generally every level 2 node can have
a corresponding level 1 network. Nodes in the PSNs are colored based on
their corresponding amino acids in the ribbon diagram and are not indicative
of node labels.

1.3.2 Related work

Some other network models of higher-order data do exist. These include: multi-

plex, multimodal, multilevel, and interdependent networks [141, 119, 25, 97, 40, 134],

which are sometimes used interchangeably and sometimes also referred to as “net-

works of networks”; hierarchical networks [31]; higher-order networks [172]; hyper-

graphs [18]; and simplicial complexes [121]. However, these all model different types
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of data compared to NoNs as we define them, so we cannot consider these other

network types in our dissertation.

There are also studies that do model data as NoNs. However, they differ from

our work in terms of data analyzed, application domain, and/or network science

task. With respect to data, besides synthetic NoNs, we analyze a PPI network-PSN

biological NoN. However, these other studies analyze NoNs where the level 2 network

is a disease-disease similarity network and the level 1 networks are disease specific

PPI networks [127], where the level 2 network is a social network and the level 1

networks are individuals’ brain networks [56, 129, 12], or where the level 2 network is

a chemical-chemical interaction network and level 1 networks are molecule networks

[168]. With respect to application domain, while we aim to predict protein function,

these other studies aim to identify disease causing genes [127], answer sociologically

motivated questions like whether similarities between friends mean they have similar

ways of thinking [129], or predict new chemical-chemical interactions [168]. With

respect to network science task, while we aim to predict entities’ labels, these other

studies aim to identify important entities (level 1 nodes) [127], predict links between

entities (level 2 nodes) [168], or embed multiple networks at the same level into a

common low dimensional space, using an NoN as an intermediate step [42]. While

it might be possible to extend some of these existing studies to ours or vice versa,

doing so could require considerable effort, as it would mean developing new methods,

and code is not publicly available for all of the existing methods. All of this makes

any potential extensions hard. As such, we cannot compare against these existing

NoN-like methods.

1.3.3 Research questions and our contributions

Given our definition of an NoN, we can characterize the task of entity label pre-

diction in the context of this dissertation. Specifically, since the entities of interest
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are represented by level 2 nodes and, correspondingly, modeled as level 1 networks,

entity label prediction can refer to (i) using only the level 2 network (Fig. 1.5(a))

to predict level 2 nodes’ labels, corresponding to the task of node label prediction in

the level 2 network, (ii) using only level 1 networks (Fig. 1.5(b)) to predict level 1

networks’ labels, corresponding to the task of graph label prediction using the level

1 networks, and (iii) using the entire NoN to predict entities’ labels.

Research question. Thus, the primary question we aim to answer is whether (iii)

is more accurate than (i) and (ii), i.e., if NoN-based entity label prediction is more

accurate than each of single-level node label prediction and graph label prediction

alone.

Our contributions. In tackling this question, we make the following novel contri-

butions: we construct and provide two new sources of NoN data, we develop novel

approaches for NoN label prediction, and, most importantly, we are the first to test

whether using NoN data in label prediction is more accurate than using only single

level data.

Since to our knowledge, labeled NoNs are limited, we provide two new sources

of such data. First, we develop an NoN generator that can create a variety of syn-

thetic NoNs (Chapter 5.2.3.1). Intuitively, given any set of single-level random graph

generators, such as geometric [133] or scale-free [10], our NoN generator combines

random graphs created from these single-level generators at each level. In this way,

we can label each entity (level 2 node and its level 1 network) based on which combi-

nation of single-level random graph generators it is involved in at the two levels. Our

generator can control a variety of network structural parameters, thus allowing for

the mimicking of a variety of real-world systems. Second, we construct a biological

NoN, consisting of a PPI network from BioGRID [156] at the second level and PSNs

for proteins from Protein Data Bank (PDB) [19] at the first level. Proteins are la-

beled based on their functions via Gene Ontology (GO) annotation data [8] (Chapter
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5.2.3.2). For each of the GO terms considered, the goal is to predict whether or not

each protein is annotated by that GO term. While computational protein functional

prediction is relatively well-studied, the problem is still very relevant, as the accuracy

of existing methods for this purpose is typically low. The continued importance of

computational annotation of protein function [60] is a major motivator of our disser-

tation. We expect the NoN data resulting from our work to become a useful resource

for future research in both network science and computational biology, including for

the problem of protein function prediction.

We also develop novel approaches for NoN label prediction. In general, label

prediction approaches extract features of the entities and then perform supervised

classification, i.e., prediction of the entities’ labels based on their features. So, for our

dissertation, there are three types of approaches to consider: (i) those that extract

node-level features (i.e., level 2 only), (ii) those that extract network-level features

(i.e., level 1 only), or (iii) those that extract NoN features (i.e., integrated level 1 and

level 2). To our knowledge, approaches of type (iii) do not exist yet, so we create

NoN features in two ways: by combining existing node- and network-level features

and by applying the novel graph neural network (GNN) approach that we propose

for analyzing NoNs.

Then, we aim to evaluate whether approaches of type (iii) outperform those of

types (i) and (ii). If so, this would provide evidence that NoN-based data integration

is useful for label prediction. To determine which approach types are the best, we

evaluate them in terms of accuracy for synthetic NoNs, as class sizes are balanced,

and in terms of the area under the precision recall curve (AUPR), precision, recall,

and F-score for the biological NoN, as class sizes are unbalanced.

For synthetic NoNs, we find that our NoN approaches outperform single-level node

and network ones for those NoNs where the majority of nodes are not densely inter-

connected (i.e., where nodes do not tend to group into densely connected modules).
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For NoNs where there are groups of densely interconnected nodes (i.e., where there

is clustering structure), an existing single-level approach performs as well as NoN

approaches. For the biological NoN, we find that our NoN approaches outperform

the single-level ones in a little under half of the GO terms considered. Furthermore,

for 30% of the GO terms considered, only our NoN approaches make meaningful pre-

dictions, while node- and network-level ones achieve random accuracy. Also, while

our GNN approach does not perform the best overall, it seems to be useful for oth-

erwise difficult-to-predict protein functions. As such, NoN-based data integration is

an important and exciting direction for future research.

1.4 Organization of the dissertation

In general, this dissertation focuses on novel computational approaches using

multiple networks across different systems and scales in order to improve protein

functional prediction.

Chapter 2 describes an evaluation framework for a fair comparison of pairwise

and multiple NA and shows that pairwise NA is often better.

Chapter 3 describes how homogeneous NA can be generalized to heterogeneous

NA, leading to higher quality alignments.

Chapter 4 describes a completely new paradigm for NA, data-driven NA, and

shows how learning the relationship between nodes’ topological relatedness and their

functional relatedness leads to higher quality alignments and thus more accurate

protein functional prediction than traditional topological similarity-based NA.

Chapter 5 describes a novel, integrative model for multiscale network data analy-

sis, thoroughly evaluating the effects of considering each scale alone vs. together and

showing that integration leads to the discovery of knowledge that cannot be found

from a single scale on its own.

Chapter 6 concludes the dissertation.
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CHAPTER 2

PAIRWISE VERSUS MULTIPLE NETWORK ALIGNMENT

The work in this chapter is discussed in the following paper:

• Vipin Vijayan, Shawn Gu, Eric Krebs, Lei Meng, and Tijana Milenković
(2020), Pairwise versus multiple network alignment, IEEE Access, 8: 41961-
41974. [166]

2.1 Introduction

2.1.1 Background and motivation

Recall that pairwise NA (PNA) aligns exactly two networks, while multiple NA

(MNA) aligns more than two networks. Since MNA can capture conserved network

regions between multiple networks at once, it is hypothesized that MNA may lead to

deeper biological insights (i.e., higher-quality alignments) compared to PNA. How-

ever, this hypothesis has not been tested yet (for reasons described in the following

paragraphs). Because of this, and because both PNA and MNA have the same

ultimate goal, which is to transfer knowledge from well- to poorly-studied species,

we argue that they need to be compared in order to determine which category of

methods produce higher-quality alignments. Furthermore, MNA is computationally

harder than PNA, because the complexity of the NA problem can increase exponen-

tially with the number of considered networks [62]. So, a comparison of PNA and

MNA in terms of their alignment quality can also answer whether the additional

computational complexity of MNA is worth it.
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Since typical PNA and MNA methods produce alignments of different types (Fig.

1.2), it has been difficult to compare them. Namely, when aligning two networks,

PNA typically produces a one-to-one node mapping between the two networks, which

results in aligned node pairs (Fig. 1.2(a)). When aligning more than two networks,

MNA produces a node mapping across the multiple networks, which results in aligned

node clusters. If an aligned cluster contains more than one node from a single network,

then it is a many-to-many alignment (Fig. 1.2(d)). If each of the aligned clusters

contains at most one node per network, then it is a one-to-one alignment (Fig. 1.2(b)).

Typical MNA methods produce many-to-many alignments (Fig. 1.2(d)), and they

are called many-to-many MNA methods. MNA methods that produce one-to-one

alignments (Fig. 1.2(b)) are called one-to-one MNA methods. MNA methods can

also be trivially used to align pairs of networks, which results in aligned node clusters

for many-to-many MNA methods (Fig. 1.2(c)) and in aligned node pairs for one-to-

one MNA methods (Fig. 1.2(a)).

There is sometimes confusion in the literature that one-to-one alignments are

automatically global (i.e., outputted by global NA methods), and that many-to-many

alignments are automatically local (outputted by local NA methods). However, this

is not necessarily the case. First, one-to-one alignments can result in only small

regions aligned to each other (clearly without any nodes overlapping), meaning that

they are local one-to-one alignments. Second, many-to-many alignments can result in

aligned node clusters covering nodes from all analyzed networks, meaning that they

are global, many-to-many alignments. In other words, in our opinion, “local” and

“global” describe how much of the networks’ nodes are covered by (i.e., are a part of)

the given alignment, and not on whether the nodes are aligned in one-to-one or many-

to-many fashion. It is important to note that most of the recent one-to-one methods

will not actually produce local alignments, because they require all nodes of the

smaller networks to be mapped to nodes of the larger networks, automatically leading
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to global (one-to-one, or even more formally, injective) alignments. However, this is

an algorithmic design choice of many existing methods rather than a requirement of

any and every one-to-one method. As discussed in Chapter 1.2, we focus on global

NA, considering both one-to-one and many-to-many methods.

Again, because PNA and MNA generally produce alignments of different types

(aligned node pairs versus aligned node clusters, respectively), alignment quality

measures designed for alignments of one type do not necessarily work for alignments

of the other type. Also, alignment quality measures designed for alignments of two

networks do not necessarily work for alignments of more than two networks. Due to

this difficulty, when a new PNA or MNA method is proposed, it is only compared

against other NA methods from the same category. However, since both PNA and

MNA have the same goal of across-species knowledge transfer, we argue that there is

a need to compare them. This is especially true because early evidence suggests that

aligning each pair of considered networks via PNA and then combining the pairwise

alignments into a multiple alignment spanning all of the networks can be superior to

directly aligning all networks via MNA [39].

2.1.2 Our contributions

Thus, we propose an evaluation framework for a fair comparison of PNA and

MNA (Fig. 2.1).

We evaluate PNA and MNA on synthetic networks with known true node mapping

(we know the underlying alignment that a perfect method should output) and real-

world PPI networks of different species with unknown node mapping (we do not know

which protein in one species corresponds to which protein in the other species). The

network data are discussed in Section 2.2.1.

We evaluate prominent PNA and MNA methods that were published by the be-

ginning of this study, were publicly available, and had user-friendly implementations.
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Data
(Section II-A)

Network sets

Known mapping
Yeast+%LC
(6 networks)

Unknown mapping
PHY1 (4 networks)
PHY2 (2 networks)
Y2H1 (4 networks)
Y2H2 (2 networks)

NA methods
(Section II-B)

Pairwise NA
(PNA) methods

GHOST
MAGNA++
WAVE
L-GRAAL

Multiple NA
(MNA) methods

IsoRankN
ConvexAlign
BEAMS
multiMAGNA++

Evaluation
(Section II-D)

Pairwise evaluation (PE)
framework

Alignment of one pair of net-
works in the set at a time
(Section II-D1)

Multiple evaluation (ME)
framework

Alignment of all networks in
the set at once
(Section II-D2)

Alignment quality measures
(Section II-C)

Topological quality (TQ) measures
NCV-MNC (applicable to PE and ME)
NCV-CIQ (applicable to ME only)
NCV-GS3 (applicable to PE only)
LCCS (applicable to PE and ME)
(Section II-C1)

Functional quality (FQ) measures
MNE (applicable to PE and ME)
GO correctness (applicable to PE and ME)
Protein function prediction precision, re-
call, F-score (applicable to PE and ME)
(Section II-C2)

Results
(Section III)

PNA vs. MNA in terms of
overall TQ and FQ accuracy
as well as running time

PNA vs. MNA in terms of
the ultimate goal of protein
function prediction accuracy

Figure 2.1: Overview of our PNA versus MNA evaluation framework.

This includes four PNA methods (GHOST [130], MAGNA++ [164], WAVE [158],

and L-GRAAL [102]), and four MNA methods (IsoRankN [99], BEAMS [4], multi-

MAGNA++ [163], and ConvexAlign [74]), which are discussed in Section 2.2.2. Most

of these methods are recent and were thus already shown to be superior to many

past methods, e.g., IsoRank [153], MI-GRAAL [95], GEDEVO [83], and NETAL

[126] PNA methods, plus GEDEVO-M [84], FUSE [62], and SMETANA [142] MNA

methods. Note that newer NA methods have appeared since, such as SANA [103],

ModuleAlign [75], SUMONA [160], and PrimAlign [87], which is why they were not

included here. Importantly, we believe that their inclusion is not required. This is

because our goal is not to determine the best existing (PNA or MNA) method. In-

stead, it is to properly evaluate the whole category of prominent recent PNA methods

against the whole category of equally prominent recent and thus fairly comparable

MNA methods. While the best existing NA method would likely change with intro-

duction of each new method (or possibly even a new measure for evaluating alignment

quality), the best category of NA approaches is less likely to change, unless there is

a drastic shift in how the NA problem is approached and solved (or possibly even

just how alignment quality is evaluated). And one of the purposes of this study is to

determine if such a shift is needed.
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We evaluate the PNA and MNA methods in terms of their alignment quality (i.e.,

accuracy) as well as running time. We evaluate alignment quality using topological

and functional alignment quality measures. An alignment is of good topological

quality if it reconstructs well the underlying true node mapping (when known) and if

it has many conserved edges (i.e., if it conserves a large common subgraph between the

networks). An alignment is of good functional quality if its aligned node pairs/clusters

contain nodes with similar biological functions. The alignment quality measures are

described in Section 2.2.3.

We evaluate the PNA and MNA methods in both a pairwise (native to PNA) and

multiple (native to MNA) manner, as described in Section 2.2.4.

Section 2.2 describes the data, alignment quality measures, and evaluation frame-

work. Section 2.3 describes our findings.

Since typical PNA and MNA methods produce alignments of different types (Fig.

2.2), it has been difficult to compare them. Namely, when aligning two networks, PNA

typically produces a one-to-one alignment between the two networks, which results in

aligned node pairs (Fig. 2.2(a)). Recently, more PNA methods have appeared that

produce many-to-many alignments, resulting in aligned node clusters (Fig. 2.2(c)).

When aligning more than two networks, MNA produces a node mapping which results

in aligned node clusters. If each of the aligned node clusters contains at most one node

per network, then it is a one-to-one alignment (Fig. 2.2(b)). If an aligned cluster

contains more than one node from a single alignment, then it is a many-to-many

alignment (Fig 2.2(d)). Typical MNA methods produce many-to-many alignments

(Fig. 2.2(d)). MNA methods that produce one-to-one alignments (Fig. 2.2(b)) are

called one-to-one MNA methods. MNA methods can also be trivially used to align

pairs of networks, which results in aligned node clusters for many-to-many MNA

methods (Fig. 2.2(c)) and in aligned node pairs for one-to-one MNA methods (Fig

2.2(a)).
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One-to-one
2 networks

(a)

One-to-one
>2 networks

(b)

Many-to-many
2 networks

(c)

Many-to-many
>2 networks

(d)

Figure 2.2. Illustration of different alignment types.

Because PNA and MNA generally produce alignments of different types (aligned

node pairs versus aligned node clusters, respectively), alignment quality measures

designed for alignments of one type do not necessarily work for alignments of the other

type. Also, alignment quality measures designed for alignments of two networks do

not necessarily work for alignments of more than two networks. Due to this difficulty,

when a new PNA or MNA method is proposed, it is only compared against other NA

methods from the same category. However, since both PNA and MNA have the same

goal of across-species knowledge transfer, we argue that there is a need to compare

them. This is especially true because early evidence suggests that aligning each pair

of considered networks via PNA and then combining the pairwise alignments into a

multiple alignment spanning all of the networks can be superior to directly aligning

all networks via MNA [39].

2.2 Methods

2.2.1 Data

We use five network sets: one synthetic network set with known true node map-

ping, and four real-world network sets with unknown true node mapping. For each

network, we use only its largest connected component.

Network set with known true node mapping. This synthetic network set,

named Yeast+%LC, contains a high-confidence S. cerevisiae (yeast) PPI network
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with 1, 004 proteins and 8, 323 interactions [32], along with five lower-confidence yeast

PPI networks constructed by adding 5%, 10%, 15%, 20%, or 25% of lower-confidence

interactions to the high-confidence PPI network (Supplementary Table A.1). This

network set has been used in many existing studies [96, 114, 95, 130, 143, 110, 163].

Since all networks have the same node set, we know the true node mapping. Hence,

for this set, we can evaluate node correctness, i.e., how well the given NA method

reconstructs the true node mapping (Section 2.2.3.1).

Network sets with unknown true node mapping. The four real-world network

sets with unknown node mapping are named PHY1, PHY2, Y2H1, and Y2H2. Each

contains PPI networks of four species, S. cerevisiae (yeast), D. melanogaster (fly),

C. elegans (worm), and H. sapiens (human). The PPI network data, obtained from

BioGRID [21], have been used in recent studies [110, 163]. For each species, four PPI

networks are created that contain the following protein interaction types and confi-

dence levels: all physical interactions supported by at least one publication (PHY1)

or at least two publications (PHY2), as well as only yeast two-hybrid physical in-

teractions supported by at least one publication (Y2H1) or at least two publications

(Y2H2) (Supplementary Table A.1). Just as was done in the existing studies, we also

remove the fly and worm networks from the PHY2 and Y2H2 network sets, because

these networks are too small and sparse (53-331 nodes and 33-260 edges), resulting

in the PHY2 and Y2H2 network sets containing only two networks each. The four

network sets have unknown true node mapping, and thus we cannot evaluate node

correctness. However, we use alternative measures of alignment quality that are based

on Gene Ontology annotations (Section 2.2.3.2).

Gene Ontology (GO) annotations. For alignment quality measures (Section

2.2.3) that rely on GO annotations of proteins [159], we use experimentally obtained

GO annotations from the GO database from January 2016.
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Protein sequences. When NA methods use protein sequence information to pro-

duce an alignment (Section 2.2.2), we use BLAST protein sequence similarities as

captured by E-values [175]. The sequence data were acquired from the NCBI website

(https://www.ncbi.nlm.nih.gov/).

2.2.2 Network alignment methods that we evaluate

We study GHOST, MAGNA++, WAVE, and L-GRAAL PNA methods, and Iso-

RankN, BEAMS, multiMAGNA++, and ConvexAlign MNA methods.

PNA methods. Most NA methods are two-stage aligners: first, they calculate the

similarities (based on network topology and, optionally, protein sequences) between

nodes of the compared networks, and second, they use an alignment strategy to

find high scoring alignments with respect to the total similarity over all aligned

nodes. GHOST is a two-stage PNA method (Supplementary Section A.1.1). An

issue with two-stage methods is that while they find high scoring alignments with

respect to total node similarity (a.k.a. node conservation), they do not account

for the amount of conserved edges during the alignment construction process. But

the quality of an alignment is often measured in terms of edge conservation. To

address this, MAGNA++ directly optimizes both edge and node conservation while

the alignment is constructed (Supplementary Section A.1.1). MAGNA++ is a search-

based (rather than a two-stage) PNA method. Search-based aligners can directly

optimize edge conservation or any other alignment quality measure. WAVE and

L-GRAAL were proposed as two-stage (rather than search-based) PNA methods

that, just as MAGNA++, optimize both node and (weighted) edge conservation

(Supplementary Section A.1.1).

MNA methods. IsoRankN, BEAMS, and ConvexAlign are two-stage MNA meth-

ods. IsoRankN optimizes node conservation. BEAMS and ConvexAlign optimize

both node and edge conservation (Supplementary Section A.1.1). On the other hand,
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like MAGNA++, multiMAGNA++ is a search-based method that optimizes both

edge and node conservation. IsoRankN and BEAMS produce many-to-many align-

ments. ConvexAlign and multiMAGNA++ produce one-to-one alignments.

Aligning using network topology only versus using both topology and pro-

tein sequences. In our analysis, for each method, we study the effect on output

quality when (i) using only network topology while constructing alignments (T align-

ments) versus (ii) using both network topology and protein sequence information

while constructing alignments (T+S alignments). For T alignments, we set method

parameters to ignore any sequence information. All methods except BEAMS can

produce T alignments and all methods can produce T+S alignments. For T+S align-

ments, we set method parameters to include sequence information. Supplementary

Table A.2 shows the specific parameters that we use, and Supplementary Section

A.1.1 justifies our parameter choices.

2.2.3 Alignment quality measures

Typical PNA methods produce alignments comprising node pairs and typical

MNA methods produce alignments comprising node clusters. We introduce the term

aligned node group to describe either an aligned node pair or an aligned node cluster.

With this, we can represent a pairwise or multiple alignment as a set of aligned node

groups. For formal definitions, see Supplementary Section A.1.2.

2.2.3.1 Topological quality measures

A good NA method should produce aligned node groups that have internal con-

sistency with respect to protein labels. If we know the true node mapping between

the networks, we can let the labels be node names. We consider measures that rely

on node names to be capturing topological quality (TQ) of an alignment. If we do

not know the true node mapping, we let the labels be nodes’ (i.e., proteins’) GO
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terms. We consider measures that rely on GO terms to be capturing functional qual-

ity (FQ) of an alignment; we discuss such measures in Section 2.2.3.2. We measure

internal consistency of aligned protein groups in a pairwise alignment via precision,

recall, and F-score of node correctness (P-NC, R-NC, and F-NC, respectively); these

measures, introduced by [110], work for both one-to-one and many-to-many pairwise

alignments (Supplementary Section A.1.2.1). We do this in a multiple alignment via

adjusted multiple node correctness (NCV-MNC); this measure, introduced by [163],

works for both one-to-one and many-to-many multiple alignments (Supplementary

Section A.1.2.1).

Also, a good NA method should find a large amount of common network structure,

i.e., produce high edge conservation. We measure edge conservation in a pairwise

alignment via adjusted generalized S3 (NCV-GS3); this measure, introduced by [110],

works for both one-to-one and many-to-many pairwise alignments (Supplementary

Section A.1.2.1). We do this in a multiple alignment via adjusted cluster interaction

quality (NCV-CIQ); this measure, introduced by [163], works for both one-to-one

and many-to-many multiple alignments (Supplementary Section A.1.2.1).

Finally, for a good NA method, conserved edges should form large and dense (as

opposed to small or isolated) conserved regions. We capture the notion of large and

connected conserved network regions (for both pairwise and multiple alignments) via

largest common connected subgraph (LCCS). This measure, recently extended from

PNA [143] to MNA [163], works for both one-to-one and many-to-many alignments,

and for both pairwise and multiple alignments (Supplementary Section A.1.2.1).

2.2.3.2 Functional quality measures

Per Section 2.2.3.1, a good alignment should have internally consistent aligned

node groups. Instead of protein names as in Section 2.2.3.1, in this section we use GO

terms as protein labels to measure internal consistency. Having aligned node groups
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that are internally consistent with respect to GO terms is important for protein

function prediction.

We measure internal node group consistency with respect to GO terms in two

ways. First, we do so via mean normalized entropy (MNE); this measure, introduced

by [99] (also, see [163] for formal definition), works for both one-to-one and many-

to-many alignments, and for both pairwise and multiple alignments (Supplementary

Section A.1.2.2). Second, we do so via an alternative popular measure, GO correct-

ness (GC); this measure, recently extended from PNA [96] to MNA [163], works for

both one-to-one and many-to-many alignments, and for both pairwise and multiple

alignments (Supplementary Section A.1.2.2).

In addition to measuring internal node group consistency, we directly measure

the accuracy of protein function prediction. That is, we first use a protein function

prediction approach (Section 2.2.3.3) to predict protein-GO term associations, and

then we compare the predicted associations to known protein-GO term associations

to see how accurate the predicted associations are. We do so via precision, recall,

and F-score measures (P-PF, R-PF, and F-PF, respectively); these measures work for

both one-to-one and many-to-many alignments, and for both pairwise and multiple

alignments (Supplementary Section A.1.2.2).

2.2.3.3 Protein function prediction approaches

Here, we discuss how we predict protein-GO term associations from the given

alignment. We use a different protein function prediction approach for each alignment

type. Therefore, below, first, we discuss an existing approach that we use to predict

protein GO-term associations from pairwise alignments (approach 1). Second, we

discuss an existing approach that we use to predict these associations from multiple

alignments (approach 2). Third, since the existing approach for multiple alignments

(approach 2) is very different from the existing approach for pairwise alignments
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(approach 1), to make comparison between pairwise and multiple alignments (i.e.,

between PNA and MNA) more fair, we extend approach 1 for pairwise alignments

into a new approach for multiple alignments (approach 3). As we show in Section

2.3.5.1, our new approach 3 in general improves upon the existing approach 2. So,

we propose approach 3 as a new superior strategy for predicting protein-GO term

associations from multiple alignments, which is another contribution of this study.

Approach 1. Existing protein function prediction for pairwise alignments.

Here, we predict protein GO-terms associations using a multi-step process proposed

by [110]. For each protein v in the alignment that has at least one annotated GO term,

and for each GO term g, first, we hide v’s true GO term(s). Second, we determine

if the alignment is statistically significant with respect to g, i.e., if the number of

aligned node pairs in which the aligned proteins share GO term g is significantly

high (p-value below 0.05 according to the hypergeometric test; see [110] for details).

Repeating this process for all nodes and GO terms results in set X of predicted

protein-GO term associations.

Approach 2. Existing protein function prediction for multiple alignments.

Here, we predict protein GO-term associations using the approach of [54], as follows.

For each protein v in the alignment that has at least one annotated GO term, and

for each GO term g, first, we hide the protein’s true GO term(s). Second, given that

v belongs to aligned node group C, we measure the enrichment of C in g using the

hypergeometric test. If C is significantly enriched in g (p-value below 0.05; see [163]

for details), then we predict v to be associated with g. Repeating this process for all

nodes and GO terms results in set X of predicted protein-GO term associations.

Approach 3. New protein function prediction for multiple alignments.

Here, we introduce a new approach to predict protein GO-term associations from a

multiple alignment. First, for each node group Ci in the alignment, Ci is converted

into a set of all possible
`|Ci|

2

˘

node pairs in the group. The union of all resulting node
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pairs over all groups Ci forms the set F of all aligned node pairs. Second, for each

protein v in the alignment that has at least one annotated GO term, and for each

GO term g, we hide v’s true GO term(s). Third, we determine if the alignment is

statistically significant with respect to g, i.e., if the number of aligned node pairs F in

which the aligned proteins share GO term g is significantly high (p-value below 0.05

according to the hypergeometric test; see Supplementary Section A.1.2.3 for details).

Repeating this process for all nodes and GO terms results in a set of predicted protein-

GO term associations. Our proposed approach 3 is identical to approach 1 except for

its first step of converting a multiple alignment into a set of aligned node pairs.

2.2.3.4 Statistical significance of alignment quality scores

Since PNA and MNA methods result in different output types (as they produce

alignments that differ in the number and sizes of aligned node groups for the same

networks), to allow for as fair as possible comparison of the different NA methods,

we do the following. For each NA method, each pair/set of aligned networks, and

each alignment quality measure, we compute the statistical significance (i.e., p-value)

of the given alignment quality score. Then, we take the significance of each align-

ment quality score into consideration when comparing the NA methods (as explained

in Section 2.2.4.3). We compute the p-value of a quality score of an alignment as

described in Supplementary Section A.1.2.4.

2.2.4 Evaluation framework

Given a network set, to fairly compare PNA and MNA, we compare the NA

methods when aligning all possible pairs of networks in the set (pairwise evaluation,

or PE, framework, Section 2.2.4.1), as well as when aligning all networks in the set at

once (multiple evaluation, or ME, framework, Section 2.2.4.2). PNA is expected to

perform better under the pairwise evaluation framework (which is native to PNA),
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and MNA is expected to perform better under the multiple evaluation framework

(which it is native to MNA).

2.2.4.1 Pairwise evaluation framework

In the PE framework, given a network set, we compare NA methods using pairwise

alignments of all possible pairs of networks in the set. Due to the various ways that a

pairwise alignment of two networks can be created using PNA or MNA methods, we

categorize the pairwise alignments into the following three categories. Specifically:

• We apply PNA to all possible network pairs, denoting the resulting alignments
as the PE-P-P alignment category. Here, since all PNA methods are one-to-one,
their pairwise alignments will be one-to-one.

• We apply MNA to all possible network pairs, denoting the resulting alignments
as the PE-M-P alignment category. Here, if an MNA method is many-to-many,
then its pairwise alignments will also be many-to-many. Otherwise, they will
be one-to-one.

• We apply MNA to the whole network set and break the resulting multiple
alignment into all possible pairwise alignments, as illustrated in Fig. 2.3(a).
Specifically, given a multiple alignment spanning all of the networks (in our
Fig. 2.3(a) illustration, three), we create a pairwise alignment for every pair of
networks (i.e., three pairs) as follows: for the two networks in a given pair, we
remove every node from the multiple alignment that is not a part of the two
networks, which results in a pairwise alignment of the two networks. We denote
the resulting pairwise alignments as the PE-M-M alignment category. Again,
for a one-to-one or many-to-many MNA method, its pairwise alignments will
also be one-to-one or many-to-many, respectively.

In the PE framework, we align all pairs of networks within each of the five ana-

lyzed network sets (Yeast+%LC, PHY1, PHY2, Y2H1, and Y2H2; Section 2.2.1). We

evaluate using all alignment quality measures for pairwise alignments, namely F-NC,

NCV-GS3, and LCCS TQ measures as well as MNE, GC, and F-PF FQ measures

(Section 2.2.3).
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2.2.4.2 Multiple evaluation framework

In the ME framework, given a network set, we compare NA methods using the

resulting multiple alignments of the set. Due to the various ways that a multiple

alignment of a network set can be created, we categorize the multiple alignments in

the following three categories. Specifically:

• We apply PNA to all possible network pairs and combine the resulting pairwise
alignments into a multiple alignment that spans all networks in the set using
a variation of a method introduced by [39], as illustrated in Figs. 2.3(b)-(c)
and Supplementary Section A.1.3. In more detail, given pairwise alignments
of all networks pairs in the set (in our Fig. 2.3(b)-(c) illustrations, three pairs
of networks, (G1,G2), (G2,G3), and (G1,G3)), produced by PNA, we combine
the pairwise alignments into a multiple alignment as follows. First, we select
a “scaffold” network (in our illustration, G2). Second, we create a set of node
groups consisting of the pairwise alignments between the scaffold network and
the other networks (in our illustration, (G1,G2) and (G2,G3)). Third, we merge
node groups that have at least one node in common. This procedure yields a
multiple alignment of all networks in the set. We denote the resulting alignment
as the ME-P-P alignment category. Here, even though all PNA methods are
one-to-one, their pairwise-combined-to-multiple alignments will be many-to-
many.

• We apply MNA to all possible network pairs and combine the resulting pairwise
alignments into a multiple alignment that spans all networks in the set using
the same variation of the method introduced by [39] as above (Fig. 2.3(b)-
(c) and Supplementary Section A.1.3), denoting the resulting alignment as the
ME-M-P alignment category. Here, independent of whether an MNA method is
one-to-one or many-to-many, its pairwise-combined-to-multiple alignments will
be many-to-many.

• We apply MNA to the whole network set to align all networks at once, denoting
the resulting alignment as the ME-M-M category. Here, if an MNA method is
one-to-one, its direct multiple alignments will also be one-to-one. Otherwise,
they will be many-to-many.

In the ME framework, we align each of the analyzed network sets that has more than

two networks (Yeast%+LC, PHY1, and Y2H1; Section 2.2.1). We evaluate using all

alignment quality measures for multiple alignments, namely NCV-MNC, NCV-CIQ,

and LCCS TQ measures as well as MNE, GC, and F-PF FQ measures (Section 2.2.3).
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(a)

G1 G2 G3

G1 G2 G3 G1 G2 G3 G1 G2G3

(b)

G1 G2 G2 G3 G1 G3 G1 G2 G3

G1 G2 G3

(c)

G1 G2 G2 G3 G1 G3 G1 G2 G3

G1 G2 G3

Figure 2.3. Illustration on a set of three networks (G1, G2, and G3) of how
we convert: (a) a multiple alignment to pairwise alignments, (b) one-to-one
pairwise alignments to a multiple alignment, and (c) many-to-many pairwise
alignments to a multiple alignment.
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2.2.4.3 Comparing the performance of network alignment methods

We compare two NA methods in terms of their alignment quality (i.e., accuracy)

and running time.

In terms of alignment quality, given a network pair/set and an alignment quality

measure (i.e., in a given evaluation test), we compare two NA methods as follows.

Let x and y be the methods’ respective alignment quality scores. If both x and y are

significant (p-values below 0.001; Section 2.2.3.4) and are within 1% of each other

( |x´y|
px`yq{2

ă 0.01), then the two methods are tied. They are also tied if both x and y

are non-significant. If both x and y are significant and not tied, then the method

with the best score is superior. If x is significant and y is not, then the method with

score x is superior, and vice versa.

Given k network pairs/sets and l alignment quality measures, i.e., given k ˆ l

evaluation tests, for each evaluation test, we rank all methods from the best one to

the worst one, as follows. Given the methods’ alignment quality scores, for methods

with non-significant scores, we rank the methods last. For methods with significant

scores, we perform the following procedure. If a given method has the best alignment

quality score, then we give it rank 1 (as the 1st best method). We give the next

best performing method rank 2, and so on. If a given method is tied with the

next best performing method, then we rank both methods with the superior (i.e.,

lower) rank. The subsequent methods are ranked as if the previous methods were

not tied. For example, if methods a and b are tied, they are both given rank 1, and

if method c is not tied with method a or method b, then method c is given rank 3).

We call this resulting rank for a given evaluation test an evaluation test rank. We

calculate the overall ranking of an NA method by taking the mean of its ranks over

all kˆl evaluation tests. To evaluate whether the overall rankings of two methods are

significantly different from each other, we apply the one-tailed Wilcoxon signed-rank

test on the k ˆ l evaluation test ranks of the two methods.
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We also compare the NA methods with respect to their running times. Specifically,

for each network pair/set, for each alignment category in the PE and ME frameworks,

we give the fastest method rank 1, the second fastest method rank 2, and so on. Each

method is restricted to use a maximum of 64 cores.

2.3 Results and discussion

In Section 2.3.1, we compare the quality of T alignments and T+S alignments.

In Sections 2.3.3 and 2.3.4, we compare PNA against MNA in the PE and ME

framework, respectively, in terms of TQ and FQ accuracy as well as running time. In

Section 2.3.5, we compare PNA against MNA exclusively in terms protein function

prediction accuracy, as the main goal of biological NA is to predict protein functions

in one species from protein functions in another species, based on the species’ network

alignment.

2.3.1 Topology versus topology+sequence alignments

Network topology alone can be used to find good alignments of PPI networks [96].

But protein sequence information can be used to complement network topology in

order to produce superior alignments [109]. Due to the complementarity of network

topology and protein sequence information, we expect T+S alignments to have higher

alignment quality than T alignments. In fact, we verify this. Namely, for each NA

method, we compare the given method’s T alignments to their corresponding T+S

alignments, in terms of TQ and FQ measures, under the PE and ME frameworks

(Fig. 2.4). We find the following.

For networks with known true node mapping, T+S alignments are superior to

the corresponding T alignments in almost all cases. Note that as already recognized

by [163], for these networks, i.e., for the Yeast+%LC network set, the superiority

of T+S alignments over T alignments is not a surprising result. This is because
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Figure 2.4. Comparison of the quality of T alignments versus the corre-
sponding T+S alignments, under each of the PE and ME frameworks. Each
bar shows the number of cases (here, a case refers to a combination of NA
method, a network pair/set, and an alignment quality measure) in which the
T alignment is superior, the T+S alignment is superior, or the two align-
ments are tied (i.e., within 1% of each other’s accuracy). The cases are
separated into network pairs/sets with known true node mapping and net-
work pairs/sets with unknown true node mapping.

this dataset contains networks that all have the same set of nodes. Consequently,

it contains many inter-network pairs of nodes that are the same proteins. Sequence

similarities of such matching node pairs are higher than those of other non-matching

node pairs. These matching inter-network node pairs can likely form aligned node

groups that have very high intra-group sequence similarity due to the node pairs

containing identical proteins. This could explain the superiority of T+S alignments

over T alignments for the set of networks with known node mapping.

Even for the sets of networks with unknown node mapping (PHY1, PHY2, Y2H1,

Y2H2), whose networks contain different node sets, we still see that T+S alignments

are overall superior to T alignments. Namely, only in terms of TQ, T alignments are

somewhat superior to T+S alignments, but T+S alignments are still superior to or

tied with the corresponding T alignments in just under a half of all cases. In terms

of FQ, T+S alignments are superior to or tied with the T alignments in almost all

evaluation tests.

So, we conclude that T+S alignments are overall superior to T alignments. Be-

cause of this, because T+S alignments are more relevant in the computational biology
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domain, and because of space constraints, henceforth, we mainly analyze T+S align-

ments. Importantly, our findings for T+S alignments also hold for T alignments

(Supplementary Fig. A.6).

Due to space constraints, for additional results on the similarity (overlap) of the

alignments produced the different NA methods, which demonstrate that using protein

sequence information overall yields alignment consistency between the different NA

methods, see Supplementary Section A.1.4 and Supplementary Figs. A.1–A.3.

2.3.2 Method comparison: evaluation details

In Fig. 2.5, we compare PNA and MNA over all evaluation tests (where a test

is a combination of a network pair/set and an alignment quality measure) for T+S

alignments; analogous comparison for T alignments is shown in Supplementary Fig.

A.6. In this section, we discuss how we evaluate and compare PNA and MNA. We

show the results of the comparison in Section 2.3.3 for the PE evaluation framework

and in Section 2.3.4 for the ME evaluation framework.

In all of Sections 2.3.2, 2.3.3, and 2.3.4, when we refer to an “NA method”, we

mean the combination of a PNA or MNA method and an alignment category (Section

2.2.4). Namely, there are 12 NA methods in the PE framework (four PNA methods

associated with the PE-P-P category and four MNA methods associated with each

of the PE-M-M and PE-M-P categories) and 12 NA methods in the ME framework

(four PNA methods associated with the ME-P-P category and four MNA methods

associated with each of the ME-M-M and ME-M-P categories). We analyze the NA

methods via three views, described below and visualized in Fig. 2.5:
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Figure 2.5: Alignment category comparison results for each of the PE and ME
frameworks over all evaluation tests for T+S alignments. The alignment categories
(i.e., PE-P-P, etc.) are color-coded. View I. Overall ranking of the NA methods.
The “Overall rank” column shows the rank of each method averaged over all evalua-
tion tests, along with the corresponding standard deviation (in brackets). View II.
Alternative view of ranking of the NA methods. Each pie chart shows the fraction of
evaluation test ranks that fall into the 1–4, 5–8, and 9–12 rank bins out of all evalua-
tion test ranks in the given alignment category. The pie charts are color-coded with
respect to alignments of network pairs/sets with known and unknown node mapping,
and TQ and FQ measures. View III. Overall ranking of an NA method versus its
running time for the Y2H1 network set. The size of each point visualizes the overall
ranking of the corresponding method over all evaluation tests, corresponding to the
“Overall rank” column in View I; the larger the point size, the better the method.
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NA method Overall rank p1-value p2-value Non-sig (fail)

MAGNA++ (PE-P-P) 4.22 (2.98) NA NA 0.06 (0.00)
multiMAGNA++ (PE-M-P) 4.33 (3.87) 5.51e-01 NA 0.11 (0.00)

WAVE (PE-P-P) 4.84 (4.27) 9.38e-02 5.41e-02 0.14 (0.00)
LGRAAL (PE-P-P) 5.81 (3.50) 9.48e-05 3.44e-04 0.19 (0.05)
GHOST (PE-P-P) 6.07 (4.39) 1.12e-05 1.11e-04 0.27 (0.15)

ConvexAlign (PE-M-P) 6.38 (4.24) 1.53e-03 7.01e-03 0.04 (0.00)
multiMAGNA++ (PE-M-M) 6.49 (3.55) 8.27e-09 1.72e-09 0.20 (0.00)

ConvexAlign (PE-M-M) 6.99 (4.04) 2.83e-06 1.52e-04 0.12 (0.00)
IsoRankN (PE-M-M) 8.42 (3.17) 4.88e-13 2.27e-11 0.30 (0.00)
BEAMS (PE-M-P) 8.51 (3.48) 1.15e-11 1.01e-09 0.23 (0.00)

IsoRankN (PE-M-P) 8.57 (3.39) 1.95e-13 3.94e-11 0.32 (0.00)
BEAMS (PE-M-M) 8.95 (3.41) 6.19e-13 2.70e-10 0.31 (0.00)

NA method Overall rank p1-value p2-value Non-sig (fail)

MAGNA++ (ME-P-P) 3.69 (2.60) NA NA 0.00 (0.00)
multiMAGNA++ (ME-M-P) 4.06 (3.70) 4.82e-01 NA 0.06 (0.00)

WAVE (ME-P-P) 4.88 (4.21) 1.26e-01 4.44e-02 0.06 (0.00)
GHOST (ME-P-P) 5.00 (4.34) 1.86e-01 1.52e-01 0.12 (0.00)

LGRAAL (ME-P-P) 5.44 (3.86) 1.10e-01 1.11e-01 0.19 (0.00)
multiMAGNA++ (ME-M-M) 5.88 (3.72) 1.74e-02 6.67e-03 0.06 (0.00)

ConvexAlign (ME-M-M) 6.69 (3.66) 3.89e-02 9.26e-02 0.00 (0.00)
IsoRankN (ME-M-M) 6.69 (3.11) 1.32e-02 2.67e-02 0.12 (0.00)

ConvexAlign (ME-M-P) 8.06 (4.96) 1.64e-02 1.59e-02 0.25 (0.00)
BEAMS (ME-M-M) 8.25 (3.86) 3.42e-03 5.85e-03 0.31 (0.00)
IsoRankN (ME-M-P) 9.50 (3.22) 6.31e-04 1.12e-03 0.50 (0.00)
BEAMS (ME-M-P) 9.75 (3.53) 6.42e-04 1.50e-03 0.56 (0.00)
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• View I: Overall ranking of the NA methods, as described in Section 2.2.4.3.
Since there are 12 methods in a given (PE or ME) framework, the possible ranks
range from 1 to 12. The lower the rank, the better the given method. The “p1-
value” column shows the statistical significance of the difference between the
ranking of the 1st best ranked method and each other method. The “p2-value”
column shows the statistical significance of the difference between the ranking
of the 2nd best ranked method and each other method. The “Non. sig. (fail)”
column shows the fraction of all evaluation tests in which the alignment quality
score is not statistically significant, and, in brackets, the fraction of evaluation
tests in which the given NA method failed to produce an alignment.

• View II: Pie charts showing the fraction of evaluation test ranks that fall
into the 1–4, 5–8, and 9–12 rank bins out of all evaluation test ranks in the
given alignment category. For example, for the PE framework, in the PE-P-P
alignment category, 56%, 26%, and 18% of the evaluation test ranks fall into
ranks 1–4, 5–8, and 9–12, respectively, totaling to 100% of the evaluation test
ranks in the PE-P-P alignment category. The pie charts allow us to compare the
three alignment categories rather than individual NA methods in each category.
The larger the pie chart for the better (lower) ranks, and the smaller the pie
chart for the worse (higher) ranks, the better the alignment category. For
example, in the PE framework, PE-P-P has the most evaluation tests ranked
1–4 and the fewest evaluation tests ranked 9–12, followed by PE-M-P, followed
by PE-M-M. This implies that PE-P-P is superior to PE-M-P and PE-M-M.

• View III: Overall ranking of an NA method versus its running time, as de-
scribed in Section 2.2.4.3. In order to allow for easier comparison between the
different alignment categories, “Average” shows the average running times and
average rankings of the methods in each alignment category.

2.3.3 Method comparison: results in the pairwise evaluation framework

We expect that under the PE framework, PNA will perform better than MNA.

This is exactly what we observe. So, the most interesting and shocking results of this

study do not originate from this section. Instead, they originate from Section 2.3.4

below, when comparing PNA and MNA in the ME framework.

Namely, in the PE framework, the overall ranking of the PNA methods (T+S

alignments from the PE-P-P category) is generally better (lower) than the overall

ranking of the MNA methods (T+S alignments from the PE-M-P and PE-M-M

categories) (View I of Fig. 2.5). An exception is multiMAGNA++’s alignments from
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the PE-M-P category (multiMAGNA++ directly applied to network pairs), whose

overall ranking is also very good (low). This could be due to multiMAGNA++

being a one-to-one MNA method, which might have caused it to behave similarly as

PNA methods (all of which are also one-to-one) when it is used to align only two

networks. This is further supported by the fact that the only other considered one-to-

one MNA method, ConvexAlign, and specifically its PE-M-P version, is also ranked

better (lower) than the remaining two many-to-many MNA methods, IsoRankN and

BEAMS. Nonetheless, ConvexAlign still has worse (higher) ranking than any PNA

method (View I of Fig. 2.5).

Next, we break down the results into those for networks with known versus un-

known node mapping, and also, into those for TQ versus FQ measures (View II of

Fig. 2.5); additional, even more detailed results for the PE framework are shown

in Supplementary File A.1. For networks with known mapping, we find that PNA

performs better than MNA in terms of both TQ and FQ. For networks with unknown

mapping, PNA performs better than MNA in terms of TQ, while in terms of FQ, the

situation is not as clear.

Namely, for networks with unknown mapping and FQ, as can be seen in View

II of Fig. 2.5, MNA falls into the best (lowest) ranks 1-4 in more of the evaluation

tests than PNA. This implies that MNA is better than PNA. However, at the same

time, MNA also falls into the worst (highest) ranks 9-12 in more of the evaluation

tests than PNA. This implies that MNA is worse than PNA. Because we are inter-

ested in comparing the whole category of the considered PNA approaches against

the whole category of the considered MNA approaches (per our discussion in Section

2.1.2), the above two results combined could be interpreted as MNA and PNA being

comparable for networks with unknown mapping and FQ. On the other hand, for

the same networks (with unknown mapping) and TQ, as well as for networks with

known mapping and both TQ and FQ, PNA falls into the best ranks 1-4 in more of
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the evaluation tests than MNA, and at the same time, PNA falls into the worst ranks

9-12 in fewer of the evaluation tests than MNA, which means that PNA is superior

to MNA.

Another observation is as follows (Supplementary Tables A.4–A.7). For evalu-

ation tests in which PNA is clearly superior in terms of method rankings to MNA

(again, with the exception of multiMAGNA++’s PE-M-P version), which are tests

excluding networks with unknown mapping and FQ, the best-ranked PNA method

(MAGNA++ or WAVE) is significantly superior to the best-ranked MNA method

(multiMAGNA++’s PE-M-M version, followed by all other MNA methods that are all

similarly ranked), with p-values below 1.8ˆ10´6. On the other hand, for tests where it

is unclear which of PNA and MNA is better, which are tests involving networks with

unknown mapping or FQ, the best-ranked MNA method (ConvexAlign’s PE-M-P

version) is only marginally better than the best-ranked PNA method (MAGNA++),

with p-values between 0.048 and 0.332. This justifies referring to PNA and MNA

as comparable for networks with unknown mapping and FQ, and to PNA as being

superior in all other cases.

Next, we want to comment on the two MNA methods that perform well in at

least some evaluation tests in the PE (pairwise) framework: multiMAGNA++ and

ConvexAlign. Both of these methods produce one-to-one mappings, unlike the other

two MNA methods, BEAMS and IsoRankN, which produce many-to-many map-

pings. Given that all PNA (pairwise) methods are also one-to-one, it might not be

surprising that the two one-to-one MNA methods also perform well in the PE frame-

work. This could be because the existing measures for pairwise alignment accuracy

favor one-to-one mappings. However, we believe that it is not just the one-to-one

aspect of multiMAGNA++ and ConvexAlign that is relevant. First, while multi-

MAGNA++ performs reasonably well in all tests (networks with both known and

unknown node mappings, and both TQ and FQ), ConvexAlign performs poorly for
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networks with known mapping or TQ but exceptionally well (marginally better than

multiMAGNA++) for networks with unknown mapping and FQ. So, even though

both methods are one-to-one, each has its unique (dis)advantages. Second, in Sec-

tion 2.3.4, which evaluates the methods in the ME (multiple) framework, of the four

MNA methods, it is again multiMAGNA++ and ConvexAlign that perform the best.

This is despite the fact that the existing measures for multiple alignment accuracy do

not necessarily favor one-to-one mappings, and some (especially FQ) actually favor

many-to-many mappings.

A likely reason why ConvexAlign performs well only for networks with unknown

node mapping and FQ is because its parameter values that were recommended and

pre-set by its authors and that we use (Supplementary Section A.1.1) were determined

via cross-validation, by optimizing FQ (GO term similarity of mapped nodes) in

alignments of networks with unknown node mapping (PPI networks of mouse and

human) [74]. Hence, ConvexAlign is semi-supervised, i.e., pre-trained to achieve high

FQ scores, which makes it biased compared to the other considered NA methods, all

of which are unsupervised.

Accuracy versus running time. The PNA methods are not only more accurate in

general (as demonstrated above), but on average they are also at least somewhat if not

much faster (View III of Fig. 2.5). In fact, no MNA method has both better running

time and better ranking than any PNA method, while many PNA methods have both

better running time and better ranking than every MNA method. Additional results

where each method is restricted to use a single core are shown in Supplementary Fig.

A.4.

2.3.4 Method comparison: results in the multiple evaluation framework

We expect that under the ME framework, MNA will perform better than PNA.

Shockingly, we do not find this. Instead, our results reveal the opposite trends, which

45



match those observed under the PE framework. So, the most interesting results of

this study originate from this section.

Namely, in the ME framework, the overall ranking of the PNA methods (T+S

alignments from the ME-P-P category) is generally better (lower) than the overall

ranking of the MNA methods’ T+S alignments from the ME-M-M category, which

in turn is generally better than the overall ranking of the MNA methods’ T+S align-

ments from the ME-M-P category (View I of Fig. 2.5). Again, multiMAGNA++

is an exception: its alignments from the ME-M-P category (multiMAGNA++ first

being applied to network pairs and then its pairwise alignments being combined into

a multiple alignment) are ranked very good (low).

When we inspect the ranking of the methods in more detail (View II of Fig. 2.5),

again, we find similar trends as in the PE framework. Namely, for networks with

known mapping, we find that PNA performs better than MNA in terms of both TQ

and FQ. For networks with unknown mapping, PNA performs better than MNA in

terms of TQ. In terms of FQ, just as under the PE framework, MNA falls into the

best (lowest) ranks in more of the evaluation tests than PNA, but at the same time,

MNA also falls into the worst (highest) ranks in more of the evaluation tests than

PNA. Additional, even more detailed results for the ME framework are shown in

Supplementary File A.2.

Another result also applies to the ME framework: of the MNA methods, multi-

MAGNA++ and ConvexAlign perform better than BEAMS and IsoRankN, where

multiMAGNA++ performs consistently well across all tests, and ConvexAlign per-

forms extremely well only for networks with unknown node mapping and FQ (Sup-

plementary Tables A.8–A.11).

Notice that under the ME framework, the best (PNA or MNA) methods are all

one-to-one. Because all considered PNA methods are one-to-one, one might suspect

that PNA may be overall better than MNA in the ME framework not because of
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the “pairwise” part but simply because of the “one-to-one” part, possibly because

one might suspect our evaluation measures in the ME framework to favor one-to-one

methods. However, we argue that this is not the case, as follows.

First, if we could show that any existing one-to-one method performed worse than

any existing many-to-many method in our ME framework, this would suffice to show

that our ME framework does not favor one-to-one-methods. While for our considered

methods it is the case that one-to-one (PNA or MNA) methods are superior to many-

to-many (MNA) methods, this could be simply because the considered one-to-one

methods are more recent and thus more powerful than the considered many-to-many

methods. Indeed, when we add to our ME evaluation an older (and thus inferior)

one-to-one MNA method, GEDEVO-M [84], we find that this one-to-one method

is outperformed by the considered many-to-many MNA methods (Supplementary

Tables A.14–A.18). If one-to-one methods had some advantage over many-to-many

methods in our ME framework, this would not have happened. So, a method’s

performance in our ME framework does not seem to be directly related to it being

one-to-one or many-to-many.

Second, by design, our evaluation measures do not favor one-to-one methods.

Namely, recall that many of our evaluation measures were proposed by studies that

introduced or analyzed many-to-many NA methods (Section 2.2.3). An example is

one of our considered FQ measures, mean normalized entropy (MNE), which origi-

nates from the IsoRankN study [99], where IsoRankN is one of the considered many-

to-many MNA methods. So, MNE is unlikely to favor one-to-one methods, as it

was proposed in the many-to-many context. Actually, when we mirror the exact

same MNE evaluation as in the IsoRankN study (see [99] for details) on the methods

we consider here (rather than combine MNE with our other FQ measures as done

so far in the paper), the considered one-to-one methods still perform well (i.e., the

best of all considered one-to-one methods is still better than the best of all con-
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sidered many-to-many methods) (Supplementary Tables A.12–A.13). That is, even

a measure designed explicitly for many-to-many alignments still ranks one-to-one-

alignments better than many-to-many alignments. This additionally confirms that

the overall superiority of the considered one-to-one (PNA or MNA) methods over the

considered many-to-many (MNA) methods in the ME framework is likely because

the one-to-one methods actually yield higher-quality alignments.

In summary, with these two findings in mind, it is more likely that the considered

one-to-one methods perform better than the considered many-to-many methods in

the ME framework because recent studies have focused on one-to-one alignments.

Consequently, increased research in this area has likely led to better methodological

advancements of one-to-one methods compared to many-to-many methods, explain-

ing the one-to-one methods’ superior performance.

Accuracy versus running time. When we compare the overall rankings of the

NA methods to their running times (View III of Fig. 2.5), again, we find similar

trends as in the PE framework: the PNA methods are not only more accurate (as

demonstrated above), but on average they are also faster.

Since the PNA methods must align every pair of networks in order to produce

a multiple alignment, and since this results in a quadratically increasing running

time with respect to the number of networks k, we ask whether there is some value

of k at which PNA might become less efficient (i.e., slower) than MNA. Due to

space constraints, we present this discussion in Supplementary Section A.1.5 and

Supplementary Table A.3. Additional results where each method is restricted to use

a single core are shown in Supplementary Fig. A.5.
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2.3.5 Method comparison: focusing on accuracy of protein function prediction

2.3.5.1 New function prediction approach under the multiple evaluation framework

Here, we focus on addressing a potential issue with the existing approach for pro-

tein function prediction for multiple alignments, which we have used up to this point.

As discussed in Section 2.2.3.3, since the existing approach for multiple alignments

(approach 2) is very different than the existing approach for pairwise alignments

(approach 1), to make comparison between pairwise and multiple alignments (i.e.,

between PNA and MNA) more fair, we extend approach 1 for pairwise alignments

into a new approach for multiple alignments (approach 3).

Then, we compare the new approach 3 against the existing approach 2, in hope

that approach 3 will outperform approach 2. If so, in our subsequent analyses, we

will use approach 3 for protein function prediction for multiple alignments. This

way, comparing results of approaches 1 and 3 will be much more fair than comparing

results of approaches 1 and 2. Consequently, we will be able to more fairly compare

PNA against MNA.

Indeed, we find that our new approach 3 overall outperforms the existing ap-

proach 2 (Fig. 2.6 and Supplementary Fig. A.7). Specifically, approach 3 is overall

comparable to approach 2 for networks with known node mapping (marginally infe-

rior in terms of precision, marginally superior in terms of recall) and it is superior

to approach 2 for networks with unknown node mapping (in terms of both precision

and recall).

For networks with known node mapping, the number of predictions made by

approach 3 is just 0.5%-5.8% larger than that made by approach 2, depending on the

NA method, as shown in Supplementary Fig. A.7 (with the exception of ConvexAlign,

which produces up to 54% more predictions under approach 3 than under approach

2). The slightly more predictions by approach 3 could explain its slightly lower
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Figure 2.6. Comparison of protein function prediction accuracy between
the new (approach 3) versus existing (approach 2) prediction approach for
multiple alignments. Each bar on the left of the figure shows the number of
cases (i.e., alignments) in which the new approach is superior, the existing
approach is superior, or the two approaches are tied. Each table shows
the precision, recall, and number of predictions averaged over all tests. In
parentheses, we show standard deviations. The results are separated into
network sets with known and unknown node mapping.

precision and slightly higher recall. But the differences in the number of predictions

as well as accuracy of these two approaches on networks with known mapping are so

minor (within 2%-5%) that we consider them as comparable.

For networks with unknown node mapping, the number of predictions made by

approach 3 is 2%-72% smaller than the number of predictions made by approach 2,

depending on the NA method (with exception of ConvexAlign and BEAMS, which

in one instance produce 6% and 158% more predictions, respectively, under approach

3). While the fewer predictions under approach 3 could explain higher precision of

approach 3 compared to approach 2, interestingly, approach 3 also results in higher

recall than approach 2, despite the latter making more predictions (Fig. 6).
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2.3.5.2 Protein function prediction under pairwise versus multiple evaluation frame-

works

Next, we compare protein function prediction accuracy between the PE and ME

frameworks, relying on approach 1 for pairwise alignments and on the fairly compa-

rable approach 3 for multiple alignments. For analogous results where we use the

existing approach 2 for the ME framework, see Supplementary Fig. A.10.

For both the network sets with known and unknown node mapping, the predic-

tions under the PE framework have higher precision while the predictions under the

ME framework have higher recall (Fig. 2.7 and Supplementary Fig. A.8. Note that

here, higher precision and lower recall for the PE framework compared to the ME

framework could be due to somewhat fewer predictions under the PE framework than

under the ME framework. Also, note that for networks with known node mapping,

both sets of predictions have impressively high precision and recall scores, so any

difference in their scores (1%-6%) can be considered marginal. This is not the case

for networks with unknown node mapping, where the scores are lower. In this case,

the superiority of the PE framework’s precision over the ME framework’s precision

(17%) is more pronounced than the superiority of the ME framework’s recall over

the PE framework’s recall (8%). Additionally, achieving higher precision might be

more preferred than achieving higher recall in the task of protein function prediction

by experimental scientists who would potentially validate the predictions. Thus, we

can argue that overall the PE framework (i.e., pairwise alignments) results in more

accurate predictions than the ME framework (i.e., multiple alignments).

2.4 Conclusion

We introduce an evaluation framework for a fair comparison of PNA against MNA,

in order to test the hypothesis that MNA can capture deeper biological insights, i.e.,
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Figure 2.7. Comparison of protein function prediction accuracy under the
the PE and ME frameworks. The figure can be interpreted the same way as
Fig. 2.6. Here, we use new approach 3 for the ME framework.

produce higher-quality alignments, compared to PNA. We find that (i) the consid-

ered PNA methods produce pairwise alignments that are of higher quality than the

corresponding pairwise alignments produced by the considered MNA methods, and

(ii) the PNA methods produce multiple alignments that are of higher quality than

the corresponding multiple alignments produced by the MNA methods. Also, using

the pairwise alignments leads to higher protein function prediction accuracy than

using the multiple alignments. Importantly, in addition to PNA being overall more

accurate, it is also overall faster than MNA. This holds both both of T+S alignments

and T alignments.

In our evaluation, i.e., thus far in the paper, we have aimed to compare the

two categories of approaches, PNA and MNA, rather than to identify which specific

NA method (whether of the PNA or MNA type) is the best, for reasons discussed

in Section 2.1.2. Only here, we briefly comment on the performance of the best

approach(es) in each category.

In the PNA category, most of the considered approaches, and especially MAGNA

++, perform well consistently across the different scenarios (in both PE and ME

framework, for both networks with known and unknown node mapping, and for both
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TQ and FQ), with some exceptions (Supplementary Tables A.4–A.11). In the MNA

category, only multiMAGNA++ works well consistently across all scenarios. Addi-

tionally, ConvexAlign works well for FQ and networks with unknown node mapping.

However, no method is always the best (i.e., has an overall rank of 1 over all

evaluation tests). Namely, while in both PE and ME frameworks several PNA meth-

ods and the multiMAGNA++ MNA method achieve very good (low) overall ranks

in the 1-2 range for networks with known node mapping or TQ, for networks with

unknown node mapping and FQ, overall ranks start at about 4 (Supplementary Ta-

bles A.4–A.11). That is, for networks with unknown mapping and FQ, even the

best methods (ConvexAlign and multiMAGNA++) work well for some but not all

networks or alignment quality measures. So, there seems to be a lot more room for

improvement on how to better perform PNA or MNA to improve FQ (the quality

of functional predictions) from networks with unknown mapping (PPI networks of

different species). Fig. 2.7 further signals this, given low prediction accuracy under

both the PE and ME frameworks.

Importantly, the best approaches in this study in terms of FQ are of the one-

to-one type, which we hypothesize is because of heavier recent focus on and thus

methodological advancements of such methods compared to those of the many-to-

many type, per our discussion in Section 2.3.4. But one-to-one alignments cannot

capture gene duplication events that exist in biological networks [33], which require

existence of paralogs, i.e., a gene in one network being mapped to multiple genes in

the same or another network. While many-to-many alignments can in theory capture

these events, the considered many-to-many methods do not perform well in terms of

FQ. So, developing better many-to-many methods might be a crucial future step in

NA research.

Since we demonstrate in the ME framework that PNA can (by integrating pairwise

alignments) produce multiple alignments that are superior to multiple alignments
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produced by MNA, we believe that any new MNA methods should be compared

not just to existing MNA methods but also to existing PNA methods using our

evaluation framework, to properly judge the quality of alignments that they produce.

Our suggestion is similar to that of [110], who evaluated local versus global NA

(rather than PNA versus MNA) and concluded that any new NA method should be

compared against existing local as well as global NA methods.

Moreover, in the ME framework, PNA can produce multiple alignments that are

superior to multiple alignments produced by MNA even with the simple variation of

the pairwise alignment integration strategy (i.e., scaffolding procedure) introduced

by [39]. Any more sophisticated scaffolding procedure that might be developed in the

future will yield even more superior PNA-based multiple alignments and consequently

even further emphasize the superiority of PNA over MNA. In other words, for MNA

to gain advantage over PNA, a drastic redesign of the current MNA algorithmic

principles might be needed.

In summary, our current results suggest that perhaps it might be sufficient to focus

on the faster PNA and integration of pairwise alignments into multiple ones rather

than on the slower MNA. Of course, with development of newer approaches, the

conclusions from this study might change. It is crucial that we (the NA community)

gain in-depth understanding of practical implications of one-to-one versus many-to-

many, pairwise versus multiple, local versus global, and other types of NA. This

understanding is even more crucial given recent shift from traditional NA of static

and homogeneous (single node type and single edge type) networks towards dynamic

[165, 162, 7] or heterogeneous [123, 70] NA, as well as from data-uninformed (i.e.,

unsupervised) to data-driven (i.e., supervised) NA [68].
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CHAPTER 3

HETEROGENEOUS NETWORK ALIGNMENT

The work in this chapter is discussed in the following paper:

• Shawn Gu, John Johnson, Fazle E. Faisal, and Tijana Milenković (2018),
From homogeneous to heterogeneous network alignment via colored graphlets,
Scientific Reports, 8, Article number: 12524. [70]

3.1 Introduction

3.1.1 Background and motivation

Recall that regardless of NA category, i.e., pairwise or multiple, existing methods

fail to align functionally related proteins. One reason this may happen is that they

treat all networks as homogeneous, i.e., containing nodes of one type and edges of one

type; we refer to the alignment of homogeneous networks as HomNA. However, a net-

work can have nodes or edges of more than one type (or color). For example, different

biological entities, such as proteins, phenotypes, or drugs, can be modeled as nodes,

and different types of interactions, such as protein-protein, phenotype-phenotype,

drug-drug, protein-phenotype, protein-drug, or phenotype-drug associations can be

modeled as edges. Analyzing such heterogeneous multi-node- or multi-edge-type

network data can lead to deeper insights into cellular functioning compared to ho-

mogeneous network analyses [61]. So, there is a need for being able to perform

heterogeneous NA (HetNA).

While an existing method called AlignPI [171] was claimed to align heterogeneous

networks, it actually did not perform HetNA as we define it in this study. Namely,

55



AlignPI was simply used to align two networks of different types to one other (specif-

ically, the human PPI network to the disease-disease association network). However,

each of the two considered networks is homogeneous, and thus the networks were

aligned in the homogeneous fashion. Another relevant existing method is Fuse [62],

which works via data integration. As such, it might appear that Fuse deals with data

of different types, i.e., heterogeneous networks. However, it does not. Namely, Fuse

aligns homogeneous PPI networks of different species, where the data integration

step refers to using information from all of the homogeneous networks to calculate

similarities between their nodes. Then, an alignment is still produced in the ho-

mogeneous fashion. The remaining relevant existing method is multimodal network

alignment [123], which does deal with a special case of the HetNA problem. Namely,

it aligns multimodal networks, which are a special case of heterogeneous networks

as we define them. A multimodal (also called multiplex) network contains edges of

different types (or modes) between the same set of nodes. That is, it contains only

a single node type (Fig. 1.3). However, in this study, we define a heterogeneous

network as a network that can contain different node types or different edge types

(or both), and thus, our definition of HetNA is more broad than that of multimodal

network alignment. Importantly, since the multimodal network alignment approach

was not published as of completion of our evaluation (i.e., it was available only on

arXiv), the code implementing it was not available at the time. So, we were unable

to consider this approach in this study.

3.1.2 Our contributions

As already noted, current HomNA methods aim to find alignments with high ho-

mogeneous node conservation (HomNC) and homogeneous edge conservation (HomEC).

So, to generalize HomNA to HetNA, we generalize HomNC to heterogeneous node
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conservation (HetNC) and HomEC to heterogeneous edge conservation (HetEC). We

describe these modifications intuitively below and formally in Section 3.3.

From homogeneous to heterogeneous NC. First, we introduce relevant concepts

in the homogeneous context. Intuitively, two nodes from different homogeneous net-

works are topologically similar if their extended neighborhoods are similar. This

idea can be quantified with homogeneous graphlets (small – typically up to 5-node –

connected subgraphs), which have been been extensively studied in homogeneous net-

work analysis [112, 174, 158, 82, 155, 51, 169, 152]. For each node, for each graphlet,

one counts how many times the given node touches each node symmetry group, or

node orbit, in the given graphlet (e.g., in a 3-node path, the nodes at the end of

the path are symmetric to each other and are thus in the same orbit, but they are

distinct from the node in the middle, which is thus in a separate orbit). These counts

over all graphlets summarize the extended network neighborhood of the node into its

graphlet degree vector (GDV). Then, to compute topological similarity between two

nodes, their GDVs are compared.

Second, when we have a heterogeneous (node- or edge-colored) network, we mod-

ify the above notion of topological similarity between nodes; now, two nodes from

different networks are topologically similar if they are of the same color and if their

extended neighborhoods are of similar color and network structure. To quantify this,

we extend homogeneous graphlets into heterogeneous (or colored) graphlets, as fol-

lows. Given a heterogeneous network containing n nodes and c different node (or

edge) colors, an exhaustive extension would track both which combinations of node

(or edge) colors exist in a given graphlet as well as at which node (or edge) posi-

tions in the graphlet the colors occur. With such an approach, the computational

complexity of the problem, namely both the enumeration of all possible heteroge-

neous graphlet types on up to n nodes (the space complexity) and counting of the

heterogeneous graphlets in a network (the time complexity), would increase exponen-
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tially with the number of colors [161]. Instead, we propose a more computationally

efficient node-colored (or edge-colored) graphlet approach: we only track which com-

binations of node (or edge) colors exist in a given graphlet but not at which node

(or edge) positions in the graphlet the colors occur (Fig. 3.1). Consequently, with

our approach: 1) the number of possible colored graphlets and thus the computa-

tional space complexity is lower compared to the exhaustive approach, and 2) most

importantly, the computational time complexity of counting colored graphlets in a

heterogeneous network is the same as that of counting original graphlets in a homo-

geneous network, unlike with the exhaustive approach (Fig. 3.1). Given node- or

edge-colored graphlets, analogous to the GDV of a node in a homogeneous network,

we summarize the extended neighborhood of a node in a heterogeneous network with

its node-colored GDV (NCGDV) or edge-colored GDV (ECGDV). Then, we compute

topological similarity between two nodes from heterogeneous networks by compar-

ing the nodes’ NCGDVs, ECGDVs, or both. Formal definitions of node-colored and

edge-colored graphlets, as well as NCGDVs and ECGDVs, can be found in Section

3.3.

Note that in our evaluation, we consider networks that contain only different

node types. As such, our considered data contain different edge types only implicitly,

because edges between nodes of different types will by definition be of different types

themselves. So, in our evaluation, we need to consider only node-colored graphlets

and NCGDVs, but not edge-colored graphlets or ECGDVs. Yet, we propose, define,

and provide software implementation for edge-colored graphlets and ECGDVs as well,

because these can be used alone for alignment of multimodal networks or combined

with node-colored graphlets and NCGDVs for alignment of heterogeneous networks

such as those in Fig. 1.3.
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(a) (b)

Figure 3.1. Illustration of (a) node-colored and (b) edge-colored graphlets.
(a) With the exhaustive approach for enumerating all possible heterogeneous
graphlets corresponding to homogeneous graphlet G1, i.e., a 3-node path,
given two colors, there would be six heterogeneous graphlets, each account-
ing for both which colors are present in the graphlet and which node position
has which color. On the other hand, with our approach, there are three possi-
ble colored graphlets, denoted by tcn1u, tcn2u, and tcn1 , cn2u, each accounting
only for which colors are present in the graphlet, ignoring the node-specific
color information. Consequently, with our approach, the last four graphlets
on the right of the arrow, which all have the same two colors present in them,
are treated as the same heterogeneous graphlet. We design our approach in
this way primarily to reduce the time complexity of counting heterogeneous
graphlets in a network (but consequently, we also reduce the space complex-
ity compared to the exhaustive approach). Namely, with our approach, the
computational time complexity of searching for a given colored graphlet in
a heterogeneous network remains the same as that of searching for its ho-
mogeneous equivalent. This is because the former involves: 1) counting in
the heterogeneous network all graphlets, independent of their colors (which
is the same as counting homogeneous graphlets in the network), and 2) for
each of the homogeneous graphlets found in the network, simply determin-
ing which node colors appear in it and thus which node-colored graphlet the
non-colored graphlet corresponds to. Step 1 is the time consuming part of
the node-colored graphlet counting process, unlike step 2, which is trivial
(can be done in constant time). (b) We develop a similar approach for edge-
colored graphlets.
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The software implementing node-colored and edge-colored graphlet counting is

available upon request. We also provide an intuitive graphical user interface (GUI)

for easy use by domain scientists.

From homogeneous to heterogeneous EC. In HomNA, S3 (Fig. 3.2) is a state-

of-the-art EC measure [164, 103]. To explain S3, first, we need to define a conserved

edge. Intuitively, given two nodes in one network, and given their aligned counterparts

in another network, the alignment is said to conserve an edge (i.e., form a conserved

edge) if the two nodes are connected in the first network and the aligned counterparts

are connected in the other network. Otherwise, if only the two nodes in the first

network are connected or only their aligned counterparts in the other network are

connected, but not both, the alignment is said to not conserve an edge (i.e., form a

non-conserved edge). Formal definitions of conserved and non-conserved edges can be

found in Section 3.3. Then, S3 is defined the ratio of the number of conserved edges

to the number of both conserved and non-conserved edges. Intuitively, S3 rewards an

alignment whenever it aligns an edge in one network to an edge in the other network

and penalizes it whenever it aligns an edge in one network to a non-edge in the other

network (or vice versa).

We extend S3 into a new measure of heterogeneous EC. In particular, we redefine

what a conserved edge means, by accounting for colors of its aligned end nodes.

Specifically, given a conserved edge consisting of nodes u and v in one network, and

the corresponding aligned nodes u1 and v1, respectively, in the other network, if both

u and u1 have the same color and v and v1 have the same color, then the edge is fully

conserved. Instead, if either u and u1 have the same color or v and v1 have the same

color, but not both, then the edge is partially conserved, i.e., its contribution to the

heterogeneous S3 score is penalized. If neither u and u1 have the same color nor v and

v1 have the same color, then the edge is even less conserved than in the previous case,

i.e., its contribution to the heterogeneous S3 score is penalized even more. Finally, if
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Figure 3.2. Illustration of HomEC and HetEC for an alignment between
networks G and H. Arrows represent one possible alignment (mapping)
between the networks, i.e., their nodes. Note that this node mapping is
not the best alignment possible with respect to HomEC, but we use it to
illustrate the concepts involved. In the homogeneous case (i.e., if all nodes
were of the same color), there exist four conserved edges: the one formed by
pa, aq and pa1, a1q – because a is aligned to a1, b is aligned to b1, and an edge
exists both between a and b as well as between a1 and b1; the one formed by
pa, cq and pa1, c1q; the one formed by pc, dq and pc1, d1q; and the one formed by
pb, dq and pb1, d1q. On the other hand, pa, dq and pa1, d1q form a non-conserved
edge, because while a is aligned to a1 and d is aligned to d1, there is an
edge between a and d but not between a1 and d1. For a similar reason,
pb, cq and pb1, c1q form another non-conserved edge. So, given the existence
of four conserved edges and two non-conserved edges, homogeneous S3 is

# conserved edges
p# conserved edges`# non-conserved edgesq

“ 4{p4 ` 2q “ 0.67. In the heterogeneous
case, for an edge to be conserved, the homogeneous condition is still required.
However, we also account for colors of the aligned end nodes of a conserved
edge and penalize for color mismatches. Specifically, pa, bq and pa1, b1q are
counted as a fully conserved edge (with conservation weight of 1), because
in addition to the fact that this edge is conserved in the homogeneous case,
a has the same color as a1, and b has the same color as b1. pa, cq and pa1, c1q

are counted as a less conserved edge (with conservation weight of 2
3
), because

while a and a1 have the same color, c and c1 do not. Similarly, pb, dq and pb1, d1q

form a partly conserved edge with conservation weight of 2
3
. pc, dq and pc1, d1q

are counted as an even less conserved edge (with conservation weight of 1
3
)

because neither c and c1 nor d and d1 have the same color. Finally, pa, dq and
pa1, d1q form a non-conserved edge, just as in the homogeneous case. Given
the total edge conservation of 1` 2

3
` 2

3
` 1

3
“ 8

3
and two non-conserved edges

(the same ones as in the homogeneous case), heterogeneous S3 uses the same
formula as S3 and is 8

3
{p8

3
` 2q “ 0.57.
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the edge is non-conserved, we treat it the same as in the homogeneous case. In this

way, our new heterogeneous S3 measure favors both conserving edges and conserving

edges whose aligned end nodes match in color.

From homogeneous to heterogeneous NA. We modify existing HomNA methods

WAVE, MAGNA++, and SANA to perform HetNA by optimizing our new HetNC

and HetEC measures (instead of their original HomNC and HomEC measures) with

these methods’ ASs. We choose WAVE and MAGNA++ because they rose to the top

in the study by Meng et al., 2016 [110], which is a recent comprehensive evaluation of

10 HomNA methods. Since then, SANA appeared and was promising. So, we include

SANA into this study as well. We modify all three methods and evaluate their new

heterogeneous versions as described below. Detailed descriptions of these methods

and their heterogeneous modifications can be found in Section 3.3.

3.2 Results and discussion

First, we describe our evaluation framework, specifically data that we use, net-

works that we align, and parameters of the three considered NA methods. Second,

we compare HomNA and HetNA. That is, we compare each of homogeneous WAVE,

MAGNA++, and SANA to its heterogeneous counterpart. Recall that there cur-

rently exist no HetNA methods, and thus, we cannot compare heterogeneous WAVE,

MAGNA++, or SANA to any other hetNA method except to each other. In more

detail, we evaluate: 1) the effect of HetNC, i.e., whether using more node colors

increases alignment quality (and especially whether using two or more colors, i.e.,

HetNA, is superior to using a single color, i.e., HomNA), 2) the effect of HetEC,

i.e., whether using heterogeneous S3 over homogeneous S3 increases alignment qual-

ity, and 3) the effect of the alignment method, i.e., which of our three new HetNA

methods performs the best with respect to accuracy and running time.
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3.2.1 Evaluation

We perform three evaluation tests corresponding to three sets of networks: 1)

synthetic networks with up to four artificially imposed node colors, 2) homogeneous

human PPI networks that have up to four node colors imposed according to proteins’

involvement in a combination of aging, cancer, and Alzheimer disease (AD), and 3)

heterogeneous human protein-GO networks, where the two node colors correspond

to proteins and their Gene Ontology (GO) terms, and edges exist between proteins,

between proteins and GO terms, and between GO terms. Note that while we evaluate

WAVE and SANA in all three tests, due to MAGNA++’s computational complexity,

we evaluate MAGNA++ only in the first test on the smaller synthetic networks but

not in the remaining two tests on the larger PPI or protein-GO networks. We align

each of the above networks to its noisy versions. Details are as follows.

Synthetic networks. We form synthetic networks using two random graph gener-

ators, namely: 1) geometric random graphs [133] (GEO) and 2) scale-free networks

[10] (SF). The two models have distinct network topologies [113], which enables us to

test the robustness of our results to the choice of random graph model. We form five

random network instances per model and average results over them to account for

the stochastic nature of the models. We set all model network instances to the same

size of 1,000 nodes and 6,000 edges. Since the existing random graph generators are

not designed to produce heterogeneous networks, we simply randomly assign each

node a color out of k possible colors, where there are approximately 1000{k nodes of

each color. We vary k from one to four. That is, for each synthetic network, we form

heterogeneous versions with one, two, three, and four colors.

Human PPI networks. We obtain the human PPI network data from BioGRID

[21]. We consider two types of PPIs: only affinity capture coupled to mass spectrom-

etry (APMS) and only two-hybrid (Y2H). Sizes of the resulting networks are shown

in Table 3.1.
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TABLE 3.1

NUMBER OF NODES AND EDGES IN THE TWO CONSIDERED PPI

NETWORKS

Network # of nodes # of edges

APMS 11,450 92,257

Y2H 10,317 41,925

We impose node colors onto each PPI network based on the proteins’ involvement

in a combination of aging, cancer, and Alzheimer’s disease (AD). We obtain a list of

sequence-based (Seq) human aging-related genes from GenAge [38] and a list of gene

expression-based (Expr) human aging-related genes from the study by Berchtold et

al., 2008 [14]. We obtain a list of genes related in cancer from COSMIC [9]. We

obtain a list of human genes related to AD from Simpson et al., 2011 [151].

We use these data to impose colors onto nodes in each of the two PPI networks (as

well as their noisy counterparts; see below). For a given network, we use sequence-

based aging- and cancer-related data to form four different colored versions of the

network, as follows:

• In the 1-colored network, we treat all the nodes the same, meaning they have
the same color.

• In the 2-colored network, we use the aging-related data to color nodes as “aging-
related". Otherwise, they are “non-aging-related". This gives us 270 “aging-
related" and 10,047 “non-aging-related" nodes.

• In the 3-colored network, we use aging- and cancer-related data. If a node is
present in the aging-related data, we color it “aging-related". If a node is absent
there but present in the cancer-related data, we color it as “cancer only". If a
node is absent from both, we color it as “non-aging-related and non-cancer".
In this way, we have 270 “aging-related", 405 “cancer only", and 9,642 "non-
aging-related and non-cancer" nodes.

• In the 4-colored network, we use the same scheme as the 3-colored network,
except if a node is present in both data sets, we color it as “both aging-related
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and cancer". This gives us 203 “aging-related", 405 “cancer only", 67 “both
aging-related and cancer", and 9,642 “non-aging-related and non-cancer" nodes.

To test the robustness of the choice of node color data above, we vary the un-

derlying data. Now, for each of the two PPI network types, we use expression-based

aging- and AD-related data to form four colored versions of the given network, as

follows:

• In the 1-colored network, we treat all the nodes the same, meaning they have
the same color.

• In the 2-colored network, we use the aging-related data to color nodes as “aging-
related". Otherwise, they are “non-aging-related". This gives us 2,889 “aging-
related" and 7,428 “non-aging-related" nodes.

• In the 3-colored network, we use aging- and AD-related data. If a node is present
in the aging-related data, we color it “aging-related". If a node is absent there
but present in the AD-related data, we color it as “AD only". If a node is
absent from both, we color it as “non-aging-related and non-AD". In this way,
we have 2,889 “aging-related", 356 “AD only", and 7,072 “non-aging-related and
non-AD" nodes.

• In the 4-colored network, we use the same scheme as the 3-colored network,
except if a node is present in both data sets, we color it as “both aging-related
and AD". This gives us 2,232 “aging-related", 356 “AD only", 657 “both aging-
related and AD", and 7,072 “non-aging-related and non-AD" nodes.

Human protein-GO networks. A heterogeneous protein-GO network has two

types of nodes: protein and GO term [8], and three types of edges: 1) PPI, 2)

protein-GO association, and 3) GO-GO semantic similarity. The PPI data are the

same two types of PPI networks as before (APMS and Y2H), protein-GO associations

are obtained from the Gene Ontology Consortium [8] based on experimental evidence

codes, and GO-GO semantic similarities are computed as follows. We compute se-

mantic similarity between all GOs that annotate at least one protein in the given

considered PPI network. We use Lin method [106] to compute the semantic similar-

ity. We form edges between GOs using semantic similarity threshold of 0.7, because

the density of the resulting GO-GO network approximately matches the density of

the corresponding PPI network. Considering APMS PPIs only and Y2H PPIs only,
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we form two heterogeneous protein-GO networks for human, whose sizes are shown

in Tables 3.2 and 3.3.

TABLE 3.2

NUMBER OF NODES IN THE TWO CONSIDERED

HETEROGENEOUS PROTEIN-GO NETWORKS

Network Node type

# of proteins # of GO terms # of all nodes combined

APMS 11,450 5,558 17,008

Y2H 10,317 5,554 15,871

Creating noisy counterparts of a synthetic, PPI, or protein-GO network.

Given an original network G, we construct its noisy counterparts as follows. Consid-

ering a noise level of x%, we randomly choose x% of the edges and remove them from

the original network, and then we randomly choose the same number of node pairs

that are disconnected in the original network and add edges between them. That is,

we randomly rewire x% of the edges in the original network. Each noisy network has

the same number of nodes and edges as the original network. For each considered

original network, we use the following noise levels: 0%, 10%, 25%, 50%, 75%, and

100%. We construct multiple instances of noisy networks at each level to account

for the randomness in edge rewiring; then, we average results (i.e., alignment qual-

ity) over the multiple runs. For WAVE and SANA, we use at least three instances.
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TABLE 3.3

NUMBER OF EDGES IN THE TWO CONSIDERED

HETEROGENEOUS PROTEIN-GO NETWORKS

Network Edge type

# of PPIs # of protein-GO
associations

# of GO-GO
semantic similarities

# of all edges
combined

APMS 92,257 24,854 48,731 165,842

Y2H 41,925 24,473 48,873 115,271

For MAGNA++, we only use one instance due to MAGNA++’s high computation

complexity.

Measuring alignment quality. Since we align an original network to its noisy coun-

terpart, we know the true node mapping between the aligned networks (of course,

this mapping is hidden from each NA method when it is asked to produce an align-

ment). Therefore, we evaluate the quality of the given network by measuring its node

correctness, which quantifies how well the alignment matches the true node mapping.

Formally, node correctness is the percentage of node pairs from the given alignment

that are present in the true node mapping.

3.2.2 Comparison of homogeneous and heterogeneous network alignment

We need to define our considered evaluation scenarios. HomNA uses HomNC and

HomEC, and we call this scenario HomNC-HomEC. For HetNA, if HetNC is used

with HomEC, we call this scenario HetNC-HomEC; if HomNC is used with HetEC,

we call this scenario HomNC-HetEC; and if HetNC is used with HetEC, we call this

scenario HetNC-HetEC. Note that while MAGNA++ and SANA can optimize both

NC and EC because they are search algorithms, WAVE only optimizes NC and it
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cannot directly optimize EC, because it is a seed-and-extend algorithm. Hence, while

we can evaluate MAGNA++ and SANA in all four of the above scenarios, i.e., while

for these two methods we can study the effect on alignment quality of both HomNC

versus HetNC and HomEC versus HetEC, for WAVE, we can only study the effect

of HomNC versus HetNC.

First, we compare HomNC-HomEC to HetNC-HomEC, to study the effect of

HetNC alone on alignment quality, while still considering HomEC in both cases.

Then, we compare HetNC-HomEC to HetNC-HetEC to study the effect of HetEC

on alignment quality after we have already accounted for HetNC. We perform all of

these comparisons comprehensively, using all considered methods on all considered

data sets, as described in Section 3.3. We also compare HomNC-HomEC to HomNC-

HetEC to additionally study the effect of HetEC on alignment quality without first

accounting for HetNC. Here, we perform only several case study comparisons out of

all possible comparisons, due to the already comprehensive comparison experiments

mentioned above.

The effect of HetNC. In terms of accuracy, we expect that for a given noise level,

HetNA (i.e., HetNC-HomEC or HetNC-HetEC – two or more node colors) should

improve alignment quality over HomNA (i.e., HomNC-HomEC – one node color).

Also, we expect that the more colors are used, the better the alignment quality

should be, since more information is used in the process of producing the alignment.

In addition, we predict that using more colors will make the given method more

robust to noise, meaning that we should see a slower decrease in alignment quality as

noise increases, compared to using fewer colors. However, alignment quality should

be low at the highest noise levels regardless of how many colors we use, since we are

essentially aligning two networks with almost random topologies compared to each

other. Indeed, we observe these exact trends (Figs. 3.3, 3.4, 3.5, 3.6). Note that the

few observed ties occur typically at the lower (0% and 10%) noise levels, which makes
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sense because in such cases network similarity can be captured reliably, meaning that

all methods perform well.

In terms of time complexity, due to the way we count homogeneous as well as

heterogeneous graphlets, time does not increase with more colors. Because of this, and

because using more colors results in higher accuracy, we recommend using as many

colors as needed. Note, however, that space complexity increases with the increase in

the number of considered colors, because there are more possible graphlets; yet, the

space complexity is practically feasible for a reasonable number of colors, such as four

considered colors in this study (Section 3.3.2 – From homogeneous to heterogeneous

NC).

The effect of HetEC. In terms of accuracy, we expect improvement of HetNC-

HetEC over HetNC-HomEC, because while both HomEC and HetEC favor aligning

nodes that conserve edges, unlike HomEC, HetEC also favors aligning nodes whose

colors match. Indeed, this is generally what we observe (Fig. 3.7).

However, we see some ties between HetNC-HomEC and HetNC-HetEC. Also,

while for MAGNA++ HetNC-HetEC noticeably improves alignment quality over

HetNC-HomEC, for SANA, improvements of HetNC-HetEC over HetNC-HomEC

are usually small (Figs. 3.4, 3.5, 3.6). (WAVE does not explicitly optimize EC, so

we are unable to compare HomEC versus HetEC for WAVE). This could be due to

SANA’s algorithm: it explores millions of alignments a second, and thus, it seems to

already find high-scoring ones with just HetNC, without the need for HetEC.

For these reasons, we consider the HomNC-HetEC scenario, to properly gauge

the true potential of HetEC in the task of HetNA, without any “bias" of also already

using HetNC. Here, we analyze only two cases as a proof-of-concept of the effect of

HetEC while still considering HomNC. Specifically, the two cases are MAGNA++ on

geometric networks and SANA on APMS-Expr networks.
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(a) (b) (c)

Figure 3.3. Summarized results regarding the effect of the number of con-
sidered node colors on alignment quality for (a) synthetic networks, (b)
PPI networks, and (c) protein-GO networks. In panels (a) and (b), there
are up to four considered node colors, while in panel (c), there are up to two
considered node colors (see Section 3.2.1 for details). For each case (see be-
low), we compare the different color levels (i.e., numbers of considered colors
shown on x -axes) and rank them from the best (rank 1) to the worst (rank
4 in panels 1 and b, and rank 2 in panel c). Then, we compute the per-
centage or frequency of all cases (see below) in which the given color level is
ranked as the first (rank 1), second (rank 2), third (rank 3), or fourth (rank
4) best among all considered color levels. In panel (a), there are 3 meth-
ods (WAVE, MAGNA++, SANA) ˆ 2 networks (geometric, scale-free) ˆ 5
noise levels (0%, 10%, 25%, 50%, 75%) = 30 cases. In panel (b), there are
2 methods (WAVE, SANA) ˆ 4 networks (APMS-Expr, APMS-Seq, Y2H-
Expr, Y2H-Seq) ˆ 5 noise levels (0%, 10%, 25%, 50%, 75%) = 40 cases. In
panel (c), there are 2 methods (WAVE, SANA) ˆ 2 networks (protein-GO-
APMS, protein-GO-Y2H) ˆ 5 noise levels (0%, 10%, 25%, 50%, 75%) = 20
cases. Note that we analyzed an additional noise level (100%), but we leave
the corresponding results from this summary figure, because at this level all
cases are expected to result in the same (random) alignments (Section 3.2.1
– Creating noisy counterparts of a synthetic, PPI, or protein-GO network).
Instead, we show the results for the noise level of 100% in the detailed figures
(Figs. 3.4, 3.5, 3.6). Also, note that in this figure, for each case, we choose
the best between HetNC-HomEC and HetNC-HetEC.
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(a) (b) (c)

Figure 3.4. Detailed alignment quality results regarding the effect of the
number of node colors on alignment quality as a function of noise level
for synthetic, specifically geometric, networks, using (a) WAVE, (b)
MAGNA++, and (c) SANA. Gray squares, light blue circles, dark blue tri-
angles, and black stars indicate the aligned networks containing one, two,
three, and four node colors, respectively. For two or more node colors,
solid lines represent using HetNC-HomEC, and dashed lines represent using
HetNC-HetEC. Equivalent results for the remaining synthetic, specifically
scale-free, networks are shown in Supplementary Fig. B.2.

(a) (b)

Figure 3.5. Detailed alignment quality results regarding the effect of the
number of node colors on alignment quality as a function of noise level for
PPI, specifically APMS-Expr, networks using (a) WAVE and (b) SANA.
The figure can be interpreted in the same way as Fig. 3.4. Recall that for
these larger networks, we have not run MAGNA++ due to its high compu-
tational complexity. Equivalent results for the remaining PPI, specifically
APMS-Seq, Y2H-Expr, and Y2H-Seq, networks are shown in Supplementary
Figs. B.4, B.5, and B.6.
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(a) (b)

Figure 3.6. Detailed alignment quality results regarding the effect of the
number of node colors on alignment quality as a function of noise level
for protein-GO, specifically protein-GO-APMS, networks using (a)
WAVE and (b) SANA. The figure can be interpreted in the same way as
Fig. 3.4. Recall that for these larger networks, we have not run MAGNA++
due to its high computational complexity. Equivalent results for the re-
maining protein-GO, specifically protein-GO-Y2H, networks are shown in
Supplementary Fig. B.8.

For these two cases, we evaluate all of HomNC-HomEC, HetNC-HomEC, HomNC-

HetEC, and HetNC-HetEC scenarios (Fig. 3.8). First, for a given scenario, for a

given noise level, we ask whether using more colors yields higher alignment quality,

as expected. Indeed, this is what we observe. Second, for both MAGNA++ and

SANA, HomNC-HetEC improves over HomNC-HomEC (i.e., over HomNA), though

for SANA improvements are again small. However, using HetNC alone (HetNC-

HomEC) improves alignment quality more than using HetEC alone (HomNC-HetEC).

This might not be surprising, because HetNC favors aligning nodes of the same color

that also have similar extended neighborhoods, while HetEC does not account for

this extended neighborhood. As expected, HetNC-HetEC yields the best alignment

quality of all four cases for all colors and all noise levels, except the highest (75%

and 100%), as expected. For MAGNA++ on geometric networks, the improvements

of HetNC-HetEC over the next best scenario (HetNC-HomEC) are large, while for

72



(a) (b) (c)

Figure 3.7. Summarized results regarding the effect of using HetEC over
HomEC (both with HetNC) on alignment quality for (a) synthetic networks,
(b) PPI networks, and (c) protein-GO networks. In all panels, there are
two evaluation scenarios (HetNC-HomEC and HetNC-HetEC). For each case
(see below), we compare the two considered evaluation scenarios and rank
them from the best (rank 1) to the worst (rank 2). Then, we compute the
percentage or frequency of all cases (see below) in which the given scenario is
ranked as the first (rank 1) and second (rank 2) best among the considered
scenarios. In panel (a), there are 2 methods (MAGNA++, SANA) ˆ 2
networks (geometric, scale-free) ˆ 5 noise levels (0, 10, 25, 50, 75) ˆ 3 colors
(1 color does not have a HetEC counterpart) = 60 cases. In panel (b), there
is 1 method (SANA) ˆ 4 networks (APMS-Expr, APMS-Seq, Y2H-Expr,
Y2H-Seq) ˆ 5 noise levels (as before) ˆ 3 colors (as before) = 60 cases.
In panel (c), there is 1 method (SANA) ˆ 2 networks (protein-GO-APMS,
protein-GO-Y2H) ˆ 5 noise levels (as before) ˆ 1 color (maximum 2 colors,
but 1 color does not have a HetEC counterpart) = 10 cases. Note that we
analyzed an additional noise level (100%), but we leave the corresponding
results from this summary figure, because at this level all cases are expected
to result in the same (random) alignments (Section 3.2.1 – Creating noise
counterparts of a synthetic, PPI, or protein-GO network). Instead, we show
the results for the noise level of 100% in the detailed figures (Figs. 3.4, 3.5,
3.6).
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(a) (b)

Figure 3.8. Detailed alignment quality results regarding the effect of
HomNC-HetEC compared to HomNC-HomEC, HetNC-HomEC, and
HetNC-HetEC on alignment quality for the two considered case study evalu-
ation tests: (a) geometric networks using MAGNA++ and (b) APMS-Expr
networks using SANA. The figure can be interpreted in the same way as Fig.
3.4, except that now solid lines represent HetNC-HomEC, short-long dotted
lines represent HomNC-HetEC, and finely dotted lines represent HetNC-
HetEC.

SANA on APMS-Expr networks, the improvements over the next best scenario (also

HetNC-HomEC) are marginal.

In terms of time complexity, calculating heterogeneous S3 (i.e., HetEC) has the

same complexity as calculating homogeneous S3 (i.e., HomEC), since counting the

number of conserved and non-conserved edges in a heterogeneous network takes the

same amount of time as in a homogeneous network. Specifically, checking if node

colors match (Section 3.1.2 – From homogeneous to heterogeneous EC) to determine

how much conserved an edge is takes constant time. Because of this, and because

using both HetNC and HetEC results in the highest accuracy, we recommend using

both HetNC and HetEC (i.e., HetNC-HetEC scenario).

The effect of alignment method. In terms of accuracy, regardless of noise level,

WAVE and SANA generally outperform MAGNA++ (Fig. 3.9). WAVE and SANA

have somewhat comparable performance (Fig. 3.9), in the following sense. For syn-

thetic networks, the two are tied in 70% of all evaluation tests, WAVE is superior

74



to SANA in 10% of the tests, and SANA is superior to WAVE in 20% of the tests.

For PPI networks, the two are tied in 50% of all evaluation tests, WAVE is superior

to SANA in 15% of the tests, and SANA is superior to WAVE in 35% of the tests.

For protein-GO networks, the two are tied in 0% of all evaluation tests, WAVE is

superior to SANA in 50% of the tests, and SANA is superior to WAVE in 50% of

the tests. Whenever WAVE is superior to SANA, it is typically for lower noise levels

(up to 25%) (Fig. 3.10). Whenever SANA is superior to WAVE, it is typically for

higher noise levels (above 25%) (Fig. 3.10). These trends for lower versus higher

noise levels could be due WAVE’s algorithm. At lower noise levels, the networks

being aligned are still very similar to each other, so if two nodes are topologically

similar, then it is likely that they should be aligned to each other. In this situation,

WAVE would start with a good seed and thus be likely to produce a good alignment.

At higher noise levels, the networks being aligned are dissimilar. So, two nodes may

be topologically similar only because of the random rewiring of edges, but still be

(erroneously) mapped to each other. In this situation, WAVE would start with a

poor seed and likely lead to a poor alignment. Since SANA is not a seed-and-extend

method, it avoids this issue and performs well even at higher noise levels.

In terms of time complexity, MAGNA++ is the slowest of the three methods

(Fig. 3.10(a)), which is expected since it uses a genetic algorithm. Of WAVE and

SANA, for synthetic networks, which happen to be the smallest of our considered

networks, WAVE is faster than SANA (Fig. 3.10(a)). However, keep in mind that

the execution time is a parameter in SANA. In that sense, it is possible to run SANA

so that it is faster than any other method. However, in this case, SANA might not

reach desired alignment quality. It might be possible to run SANA for as long as

needed to always beat or at least tie WAVE in terms of alignment quality, but the

amount of time would have to be determined empirically for every network pair being
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(a) (b) (c)

Figure 3.9. Summarized results regarding the effect of the alignment
method on alignment quality for (a) synthetic networks, (b) PPI net-
works, and (c) protein-GO networks. In panel (a), there are three con-
sidered alignment methods (WAVE, MAGNA++, and SANA). In panels (b)
and (c), there are two considered alignment methods (WAVE and SANA;
MAGNA++ was not tested because of its high computational complexity).
For each case (see below), we compare the alignment methods and rank the
different methods from best (rank 1) to worst (rank 3 in panel (a), and rank
2 in panels (b) and (c)). Then, we compute the percentage of all cases in
which the given method is ranked as the first (rank 1), second (rank 2), or
third (rank 3) best among all considered methods. In panel (a), there are
2 networks (geometric, scale-free) ˆ 5 noise levels (0, 10, 25, 50, 75) = 10
cases. In panel (b), there are 4 networks (APMS-Expr, APMS-Seq, Y2H-
Expr, Y2H-Seq) ˆ 5 noise levels (as above) = 20 cases. In panel (c), there
are 2 networks (protein-GO-APMS, protein-GO-Y2H) ˆ 5 noise levels (as
above) = 10 cases. Note that we analyzed an additional noise level (100%),
but we leave the corresponding results from this summary figure, because at
this level all cases are expected to result in the same (random) alignments
(Section 3.2.1 – Creating noise counterparts of a synthetic, PPI, or protein-
GO network). Instead, we show the results for the noise level of 100% in the
detailed figures (Figs. 3.4, 3.5, 3.6). Also, note that in this figure, we give
each method the best case advantage. That is, we show results for the best
of HetNC-HomEC and HetNC-HetEC, and also only for the maximum node
color level (four colors in panels (a) and (b), and two colors in panel (c)).
We do the latter because of all color levels, it is the maximum color level at
which the given method performs the best, for each method. Nonetheless,
the results remain qualitatively the same if we account for all considered
colored levels.
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(a) (b) (c)

Figure 3.10. Summarized results comparing the running times verus ac-
curacy of different methods for 25% and 50% noise on (a) synthetic, specifi-
cally geometric and scale-free, (b) PPI, specifically APMS-Expr and APMS-
Seq, and (c) protein-GO, specifically APMS and Y2H, networks. The x -axis
is the running time of the given method on the given network data at the
given noise level, and the y-axis is the alignment quality score. Here we
use different shapes to represent the different methods, different colors to
represent the different noise levels, and solid or broken lines to represent the
different network data. Lines are drawn between the different methods for
the same noise level and network data, for easier comparison of the different
methods. Detailed running time results for all other noise levels and network
data are shown in Supplementary Figs. B.9–B.16.
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aligned. For PPI and protein-GO networks, which happen to be the largest of our

considered networks, SANA is faster than WAVE (Fig. 3.10(b)-(c)).

3.3 Methods

3.3.1 Calculating node similarities, i.e., node conservation

Given the GDV for each node in a network, we form a matrix of GDVs over all

nodes for each of the two networks being aligned. Then, we combine the two matrices

row-wise and perform PCA on the large matrix of the networks’ GDVs. We choose

the first r principal components, where r is at least two and as small as possible such

that the r components account for at least 90% of the variation in the data. Then,

for every pair of nodes between the two networks, we calculate their cosine similarity

based on the nodes’ principal components and scale so the values are between 0 and

1.

Method parameters. WAVE does not have any parameters. We set MAGNA++’s

parameters as follows: we use initial population size of 15,000 and 2,000 genera-

tions, which are the suggested values in the MAGNA++ documentation; we run

MAGNA++ on 16 threads on all networks. We give equal weight to MAGNA++’s

NC and EC measures, i.e., we set its a parameter to 0.5; using this value has been

suggested by several studies [164, 110]. We set SANA’s parameters as follows: we give

equal weight to its NC and EC measures for fair comparability with MAGNA++,

i.e., we set the following parameters: s3 (corresponding to EC) to 1, esim (corre-

sponding to NC) to 1, simFile to the name of the NC-based node similarity file,

and simFormat to 1 (this tells SANA to read the similarity file such that each line

has 3 columns: node1, node2, and the similarity between them). SANA also has

a parameter for how long it should search for alignments. For synthetic networks,

we run SANA for the default 5 minutes (t 5). For PPI and protein-GO networks,
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we increase the t parameter to 60 minutes (t 60), since these networks are larger

and thus SANA needs more time to find a good alignment (which we have verified

empirically in our evaluation).

3.3.2 From homogeneous to heterogeneous node conservation

Here we formalize the notion of heterogeneous (colored) graphlets. For ease of

explanation, first, we define node-colored graphlets. Given k possible node colors

from the set Cn “ tcn1 , cn2 , ..., cnk
u, S “ 2Cn is the set of all possible combinations

of colors from Cn. S contains
`

k
0

˘

elements with no color (i.e. the empty set),
`

k
1

˘

elements with any one color, and in general
`

k
i

˘

elements with any i colors. Therefore,

S contains 2k elements. So SzH is the set of all possible color combinations from Cn

that excludes the empty set, which contains 2k ´ 1 elements. Let bn P SzH. Given

a homogeneous graphlet Gi, a set of colors Cn, and some bn, define a node-colored

graphlet NCGi,bn to be the set of all distinct graphs that are isomorphic to Gi, such

that for each graph, each node is colored with one of the colors from bn, and also,

each color from bn has to be present in each such graph. Thus, given k node colors,

there are 2k ´ 1 possible node-colored graphlets.

As an illustration, let us assume that a heterogeneous network has nodes with

two possible colors: cn1 and cn2 . These two node colors have 3 possible combinations:

tcn1u, tcn2u, and tcn1 , cn2u. As a result, for each homogeneous graphlet Gi, there are

three possible node colored graphlets (Fig. 3.1).

This definition of node-colored graphlets is more space efficient than the exhaus-

tive approach is: given a heterogeneous network containing n nodes and k different

colors, with the exhaustive approach, both the number of possible colored graphlets

(the space complexity) and the the time needed to count such graphlets in the net-

work (the time complexity) increase exponentially with the number of colors. With

our approach, however, 1) the number of possible colored graphlets is much smaller
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(though still exponential in terms of the number of colors) compared to the exhaustive

approach, and 2) the time complexity of counting colored graphlets in a heteroge-

neous network is the same as that of counting original graphlets in a homogeneous

network, unlike with the exhaustive approach.

Regarding the space complexity of our colored graphlet approach, as an illustra-

tion, for two colors, with the exhaustive definition, there would be six node-colored

graphlets for homogeneous graphlet G1, a 3-node path, while with our approach there

are only three of them. For three colors, with the exhaustive definition, there would

be 18 node-colored graphlets for G1, while with our approach there are only seven

of them. Although even with our approach, the number of node-colored graphlets

increases drastically with the increase of k, but this is not a major concern because

in practice we may expect a relatively small value of k. For example, one can study a

heterogeneous network whose nodes are proteins, functions, diseases, and drugs with

k value of only four.

Just as an orbit (i.e., topological symmetry group) of a homogeneous graphlet

[112], we define an orbit of a node-colored graphlet NCGi,bn as the set of nodes that

are “symmetric" to each other in NCGi,bn ; the symmetry ignores node colors (Fig.

3.1). For a homogeneous graphlet with x orbits, each of its colored graphlets also has

x orbits. That is, given k node colors, there are 73ˆp2k ´1q orbits for 2-5-node node-

colored graphlets (there are 73 orbits for homogeneous 2-5 node graphlets). Then,

we define heterogeneous node-colored GDV (NCGDV) by counting the number of

node-colored graphlets that the given node “touches" at each of the node-colored

orbits. Analogous to the homogeneous case, to compare two nodes in heterogeneous

networks, we compare their NCGDVs.

Second, analogous to the definitions for node-colored graphlets, without going

again through all the formalisms, we define edge-colored graphlets (Fig. 3.1), orbits

in edge-colored graphlets, and edge-colored GDV (ECGDV). In practice, we may
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expect a relatively small number of edge colors (e.g., we can study a network whose

nodes are genes/proteins and whose edges are PPIs, genetic interactions, gene co-

expressions, and signaling interactions with only four edge colors).

Third, the above ideas can be combined to define truly heterogeneous graphlets

that have different node and edge colors. For each node-colored graphlet, one can

vary its edge colors. Alternatively, it is possible and computationally much simpler

to concatenate NCGDVs and ECGDVs, which does not add any additional compu-

tational complexity compared to computing only NCGDVs or only ECGDVs.

3.3.3 From homogeneous to heterogeneous edge conservation

Let u, v be two nodes in a network G, and u1, v1 be two nodes in a network H. Let

f be a mapping (i.e., alignment) from the nodes of G to the nodes of H such that

fpuq “ u1 and fpvq “ v1 (another way to say this is that source node u has image

u1, and source node v has image v1). That is, u is aligned to u1, and v is aligned to

v1. Then, a conserved edge is formed by two edges from different networks such that

each end node of one edge is aligned under f to a unique end node of the other edge.

On the other hand, a non-conserved edge is formed by an edge from one network

and a pair of nodes from the other network that do not form an edge, such that each

end node of the edge is aligned under f to a unique node of the non-edge. Then,

homogeneous S3 of an alignment is defined as the ratio of conserved edges to the sum

of conserved and non-conserved edges (Fig. 3.2) [143]. We define a new measure of

heterogeneous EC by modifying S3 to account for colors of aligned end nodes of a

conserved edge, as described and illustrated in Section “3.1.2 – From homogeneous

to heterogeneous EC”. Note that our chosen heterogeneous edge conservation weights

of 1 for a fully conserved edge in which each of the two pairs of aligned nodes match

in color, 2
3

for a partly conserved edge in which only one of the two pairs of aligned

nodes match in color, and 1
3

for even less conserved edge in which none of the two
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pairs of aligned nodes match in color, are just one of possible choices, which we use

for simplicity, as a proof-of-concept of our new heterogeneous S3 measure. Other

choices of weights are possible.

3.3.4 From homogeneous to heterogeneous network alignment

We modify three recent NA methods, WAVE, MAGNA++, and SANA, to account

for heterogeneous networks. We describe these algorithms and their modifications

below.

WAVE. WAVE takes as input two networks and an NC-based matrix that captures

pairwise similarities between the nodes across the compared networks, and then uses

a seed-and-extend algorithm to align the networks. First, two highly similar nodes

are aligned, i.e., seeded. Then, the seed’s neighbors that are similar are aligned, and

then the seed’s neighbor’s neighbors that are similar are aligned, and so on, until

there is a one-to-one mapping between the networks. By aligning similar nodes, NC

is optimized, and by looking at neighbors of already aligned nodes, EC is optimized,

though only implicitly.

To account for heterogeneous networks, we simply plug into WAVE’s alignment

strategy a new matrix of node similarities that is based on our new hetNC measure

generated by our proposed heterogeneous graphlet approach. Based on the fact that

the algorithm looks at the neighbors of the seed, WAVE optimizes HetEC implicitly,

and there is no ability to incorporate heterogeneous S3 as an optimization parameter.

MAGNA++. MAGNA++ takes as input two networks and an NC-based matrix

of node similarities, like WAVE. However, unlike WAVE, MAGNA++ uses a genetic

search algorithm as its alignment strategy. MAGNA++ first starts with an initial

population of randomly created alignments, the first generation. Then, high-scoring

alignments (with respect to some objective function, see below) are given as input to a

“crossover" function, which combines two alignments to create a new child alignment.
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Many alignments from the initial population are crossed over to form new children

alignments, which become the new population for the next generation. This process

continues for a user-specified number of generations, and the alignment that scores

the highest with respect to the objective function is given as output.

MAGNA++’s objective function can be only NC, only EC, or some combination

of both. In the homogeneous case, optimizing a combination of NC (based on ho-

mogeneous graphlets) and EC (S3) as objective function was shown to produce the

best alignments (where the objective function is α ˆ NC ` p1 ´ αq ˆ EC, for some

0 ă α ă 1; the best α value was determined to be 0.5) [164]. Thus, to generalize

MAGNA++ to its heterogeneous counterpart, we use MAGNA++’s alignment strat-

egy to optimize the equally weighted combination of colored graphlet-based HetNC

and heterogeneous S3-based HetEC measures. To account for colored graphlet-based

HetNC, we give MAGNA++ as input the colored-graphlet based node similarity ma-

trix. To account for heterogeneous S3, we modify the calculation of S3 to account

for node colors; source code for these changes can be found on the project website

(see Abstract).

SANA. SANA takes as input two networks and an NC-based matrix of node sim-

ilarities, like WAVE and MAGNA++, and is a search algorithm, like MAGNA++.

However, it uses simulated annealing instead of a genetic algorithm as its alignment

strategy. SANA starts with a single random alignment rather than a population of

random alignments, and in each step it explores “neighboring" alignments (described

below). If a neighboring alignment scores higher with respect to the objective func-

tion, then it is chosen as the new alignment for the next iteration. Exploring neigh-

boring alignments allows SANA to incrementally calculate the objective function; in

particular for S3, each move in the exploration process is only a small change in the

alignment, and so only the changes in conserved and non-conserved edges resulting

directly from the swap or change affect the S3 value. Note that there is also a small
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chance a worse-scoring neighbor is chosen; this chance is described by the “tempera-

ture schedule". Intuitively, the longer SANA has been running, the lower the chance

of choosing a worse alignment. This continues for a set amount of time, which is a

parameter of SANA. After the algorithm finishes, the alignment of the last iteration

is given as output.

SANA’s objective function can be only NC, only EC, or some combination of both,

as is the case with MAGNA++. Thus, to generalize SANA to its heterogeneous

counterpart, we use SANA’s alignment strategy to optimize the equally weighted

combination of colored graphlet-based HetNC and heterogeneous S3-based HetEC

measures. To account for colored graphlet-based HetNC, we give SANA as input the

colored-graphlet based node similarity matrix. To account for heterogeneous S3, we

modify the incremental calculation of S3 to account for node colors; pseudocode for

these changes can be found on the project website (see Abstract). Note that for our

heterogeneous modification of SANA we provide pseudocode rather than modified

source code because SANA is not our group’s method (MAGNA++ and WAVE

are), and thus, there could be intellectual property restrictions regarding us sharing

SANA’s source code. Instead, the user can get the homogeneous SANA’s code from

the original authors and then modify it according to our pseudocode to allow for

heterogeneous NA.

Here, we explain what a neighboring alignment means according to SANA. Let

G and H be two networks being aligned, with G having fewer nodes than H, and let

a, b, c, d be nodes in G, and a1, b1, c1, d1 be nodes in H such that a is aligned to a1, b

to b1, c to c1, and d to d1. There are two kinds of neighboring alignments: swap and

change. Swap neighbors differ from the original alignment in exactly two places, i.e.,

two source nodes in question remain the same but their images are exchanged. For

example, given the existing alignment in Fig. 3.2, one of its possible swap neighbors

is the alignment where a is aligned to b1 and b is aligned to b1, while all other aspects
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of the alignment remain the same. Change neighbors differ in only one place, i.e., a

source node in question remains the same but its image is changed. In the example

of Fig. 3.2, a possible change neighbor of the given alignment is one where a is

aligned to some e1 that initially was not part of the alignment, while all other aspects

of the alignment remain the same. Consequently, if the two networks being aligned

are of the same size, only swap neighbors are possible. With just these two types of

neighbors, all possible alignments can potentially be reached; however, SANA focuses

on those alignments that improve with respect to the objective function.

3.4 Conclusion

We modify WAVE, MAGNA++, and SANA to align heterogeneous networks by

extending the existing notions of NC and EC to their heterogeneous counterparts.

Specifically, we extend homogeneous graphlets to their heterogeneous counterparts,

and homogeneous S3 to heterogeneous S3. We evaluate our methods by aligning

synthetic, PPI, and protein-GO networks to their noisy counterparts. We show that

using more colors leads to better alignments, and that using both heterogeneous NC

and heterogeneous EC is the preferred option where available. Also, we find that

WAVE and SANA perform equally well at lower noise levels, though SANA does

better at higher noise levels.

There are many new directions in which this work could be taken. Faster het-

erogeneous graphlet counting methods could be developed by using combinatorial

relationships between heterogeneous graphlets, akin to existing efficient methods for

homogeneous graphlet counting [79, 104, 137, 2]. Or, faster, more scalable methods

for capturing the topology of a node in a heterogeneous network could be developed

as an alternative to graphlets, such as those based on random walks [66, 41]. Also,

our considered networks have up to four colors; aligning networks with more colors,

as well as adding explicit (rather than just implicit, as in this study) edge colors,
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could show further improvements. Another direction is improving the AS of NA

methods. For example, in WAVE, the choice of the first aligned (seed) node pair

likely impacts the rest of the alignment. If there are many possibilities for this pair,

can an algorithm discover the best one, independent of the noise level in the data?

Furthermore, while NA has been extended from dealing with static networks to deal-

ing with dynamic networks [165, 162], the existing dynamic NA work currently only

deals with homogeneous dynamic networks. Developing methods to align hetero-

geneous dynamic networks may yield improvements. In a similar vein, our current

heterogeneous work deals with PNA, and so extending it into heterogeneous MNA

may be of future interest.
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CHAPTER 4

DATA-DRIVEN NETWORK ALIGNMENT

The work in this chapter is discussed in the following papers:

• Shawn Gu and Tijana Milenković (2018), Graphlets versus node2vec and
struc2vec in the task of network alignment, in Proceedings of the 14th Interna-
tional Workshop on Mining and Learning with Graphs (MLG) at the 24th ACM
SIGKDD 2018 Conference on Knowledge Discovery & Data Mining (KDD),
London, UK, August 19-23, 2018. [67]

• Shawn Gu and Tijana Milenković (2020), Data-driven network alignment,
PLOS ONE, 15(7): e0234978. [68]

• Shawn Gu and Tijana Milenković (2021), Data-driven biological network
alignment that uses topological, sequence, and functional information, BMC
Bioinformatics, 22: 34. [69]

4.1 TARA: Data-driven network alignment

4.1.1 Introduction

4.1.1.1 Background and motivation

While HetNA did improve alignment quality over HomNA, we believe that HetNA

does not address an underlying issue of traditional NA, regardless of homogeneity

or heterogeneity. Namely, both the NC and EC measures of traditional NA aim

to optimize the topological similarity between networks (in an effort to achieve an

isomorphic-like matching), with the assumption that this topological similarity leads

to functional relatedness. However, we argue that this assumption does not hold.

Recall that there may be several reasons for this.
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First, current PPI network data are highly noisy, with many missing and spurious

PPIs (and even proteins) [93]. This alone can cause mismatches between proteins’

topological similarity and their functional relatedness. For example, if a set of three

proteins that are all linked to each other via PPIs (i.e., a triangle) is in reality fully

evolutionary conserved (i.e., functionally related) between two species, then the two

triangles in the two species are topologically similar. But say that one of the three

PPIs that actually exists in reality is missing in exactly one of the two species’ current

PPI networks due to data noise. Then, it is a 3-node path in that species that should

be aligned to a triangle in another species in order to identify the functional match.

That is, the functionally related regions are now topologically dissimilar due to the

data noise.

Second, even when PPI network data become complete, the traditional assump-

tion of topological similarity is unlikely to hold due to biological variation between

species. Namely, molecular evolutionary events such as gene duplication, deletion,

or mutation may cause PPI network topology to differ across species’ evolutionary

conserved (i.e., functionally related) network regions. Even for protein sequence align-

ments, pairwise sequence identity as low as 30% is sufficient to indicate evolutionary

conservation (i.e., homology) for 90% of all protein pairs [140]. So, one can perhaps

expect evolutionary conserved PPI networks of different species to be as topologically

dissimilar.

Third, there could be additional factors that have yet to be discovered.

Regardless of the causes, this study is the first to provide actual evidence that

the traditional topological similarity assumption does not hold. Briefly, we investi-

gate whether functionally related nodes are indeed topologically similar in two tests:

on synthetic networks and on real-world PPI networks of different species. In the

process, we consider multiple prominent measures of topological similarity. As dis-

cussed in Section “4.1.3 – Topological similarity versus functional relatedness”, we
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find that functionally related nodes are only marginally more similar (for all consid-

ered measures of topological similarity) to each other than at random. This means

that aligning topologically similar nodes, as existing NA methods do, has only a

marginally higher chance of aligning functionally related nodes than functionally un-

related nodes.

4.1.1.2 Our contributions

Because the assumption of existing NA methods that topologically (and sequence)

similar nodes should be aligned (i.e., are functionally related) does not hold, we pro-

pose a new paradigm for NA. Namely, we aim to redefine NA as a data-driven frame-

work, which attempts to learn from the data what kind of topological relatedness

corresponds to functional relatedness, without assuming that topological relatedness

means topological similarity. So, regardless of whether the traditional topological

similarity assumption fails due to noisy data, biological variation, or something else,

we hypothesize that topological relatedness can better capture functional relatedness

than topologically similarity can. As topological relatedness and topological similar-

ity are important concepts for understanding our paper, recall their difference from

Fig. 1.4.

With our new notion of topological relatedness, we make no assumptions about

what nodes should be aligned, distinguishing us from existing NA methods. Specifi-

cally, as a proof-of-concept methodological solution to test our new paradigm, we train

a supervised classifier that, given a topological feature vector (i.e., low-dimensional

embedding) of a node pair, learns from the (training) data when nodes are function-

ally related and when they are not. Note that because state-of-the-art topological

features in the field of NA rely on graphlets [53, 72], we use graphlet-based feature

vectors in our new framework. Importantly, we do not use any anchor links between

nodes of different networks in order to calculate the feature vector of a node pair,
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unlike many existing methods. Then, we use pairs (from the testing data) whose

nodes are predicted to be functionally related to build an alignment. In other words,

we consider two nodes to be topologically related if they are predicted to be function-

ally related, and our framework aligns such nodes, unlike existing methods that align

topologically similar nodes. Of course, we make predictions only for node pairs that

are not in the training data, which avoids any circular argument. So, we convert the

NA problem into the problem of across-network supervised protein functional classi-

fication. While established supervised versions of many problems do exist, supervised

NA has barely been studied before. We refer to the entire framework described above

as TARA (data-driven network alignment).

TARA is a global, pairwise, and many-to-many method that does not use sequence

similarity-based anchor links. We evaluate TARA against three state-of-the-art NA

methods that are as similar as possible to TARA in terms of their algorithmic design

or output, namely against WAVE [158], SANA [103], and PrimAlign [87]. Specifically,

just like TARA, WAVE and SANA are global and pairwise, do not use anchor links,

and furthermore are also graphlet-based. The only difference is that WAVE and

SANA are one-to-one, unlike TARA. So, we also analyze PrimAlign, which is many-

to-many and also global and pairwise, like TARA. Unlike TARA, PrimAlign does

use anchor links in the form sequence similarities between networks. We evaluate

each method on both synthetic (geometric and scale-free) and real-world (yeast and

human PPI) networks.

Overall, we find that TARA is able to accurately learn what kind of topological

relatedness corresponds to functional relatedness, and that TARA is able to predict

the functions of proteins more accurately or in a complementary fashion compared

to the existing NA methods, even those that use both topological and sequence

information, mostly at lower running times. Thus, there is a need for introducing

our new data-driven approach.
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4.1.1.3 Related work

Traditional biological NA methods typically consist of two algorithmic compo-

nents. First, the similarity between pairs of nodes is computed with respect to topol-

ogy, sequence, or both. Second, an alignment strategy identifies alignments that

maximize the similarity between aligned node pairs and the amount of conserved

edges (intuitively, alignments should preserve interactions). There are two common

types of alignment strategies, as follows.

One is seed-and-extend, where first two highly similar nodes are aligned, i.e.,

seeded. Then, the most similar of the seed’s neighboring nodes (or simply neighbors),

the neighbors of the seed’s neighbors, etc. are aligned. This continues until all nodes

of the smaller of the two networks are aligned (until a one-to-one node mapping

between the two networks is produced). WAVE [158] is a state-of-the-art seed-and-

extend alignment strategy that works the best under a graphlet-based topological

similarity measure.

The other type of alignment strategy is a search algorithm. Here, instead of

aligning node by node like a seed-and-extend method, the solution space of possible

alignments is explored, and the one that scores the highest with respect to some

objective function is returned. This objective function typically tries to maximize the

overall node similarity and the number of conserved edges. SANA [103] is a state-of-

the-art search algorithm-based method. Specifically, it uses simulated annealing to

search through possible one-to-one alignments, and works the best under an objective

function that maximizes the overall graphlet-based topological similarity as well as

the number of conserved edges.

On the other hand, PrimAlign [87] is a method with an alignment strategy that

does not strictly belong to one of the above two categories. PrimAlign models the

network alignment problem as a Markov chain where every node from one network

is linked to some or all nodes in the other network with some scores; for PPI net-
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works, these scores can be sequence similarities. In other words, PrimAlign makes

use of anchor links between networks. The chain is then repeatedly transitioned until

convergence, redistributing the across-network link scores using a PageRank-inspired

algorithm. Those links that are above a certain threshold are taken as the alignment.

As a result, PrimAlign outputs a many-to-many alignment, where a protein from one

network may be aligned to many proteins in the other.

A method called MUNK has appeared recently [57]. Like PrimAlign, MUNK also

relies on sequence-based anchor links (specifically, homologs) between two networks,

but unlike PrimAlign, MUNK uses a matrix factorization approach to embed the

nodes into a low dimensional space. Then, it uses these embeddings to calculate

similarities between pairs of nodes, and employs the Hungarian algorithm on these

similarities to generate an alignment. In preliminary analyses of MUNK on our data,

we found that the similarity scores were not able to distinguish between functionally

related and functionally unrelated nodes. This, combined with the fact that MUNK

appeared after this study has been completed, is why we do not pursue it further.

The above methods do not use any functional (i.e., Gene Ontology (GO) [8]) infor-

mation in the alignment process, unlike TARA. However, one method, DualAligner

[144], does use such information, albeit in a different way than TARA. Given two PPI

networks where some of the proteins are annotated with GO terms, DualAligner first

forms “function-constrained subgraphs” (connected subgraphs sharing a GO term) in

each network. Then, it tries to align subgraphs of the same function across networks.

Next, it aligns proteins within these subgraphs that are topologically and sequence

similar. Finally, it uses a seed-and-extend strategy around these aligned pairs to

match unannotated proteins. However, more recent, state-of-the-art methods have

appeared since DualAligner, including WAVE, SANA, and PrimAlign, which is why

we do not consider DualAligner in this study.
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All of the above methods are unsupervised. That is, they assume that topolog-

ically similar nodes are functionally related. Of course, many other such methods

exist [72]. However, in the WAVE, SANA, and PrimAlign studies, the three methods

were shown to outperform a number of the previous NA methods including Align-

MCL [116], AlignNemo [29], CUFID [85], HubAlign [73], IsoRankN [99], L-GRAAL

[102], MAGNA [143], MAGNA++ [164], MI-GRAAL [95], NETAL [126], NetCoffee

[80], NetworkBLAST [86], PINALOG [135], and SMETANA [142]. In turn, these

methods were shown to outperform GHOST [130], IsoRank [153], NATALIE [44],

PISwap [27], and SPINAL [3]. So, the fact that WAVE, SANA, and PrimAlign are

state-of-the-art, coupled with the fact that they are the most directly comparable to

TARA (in terms of algorithmic design or output), is why we focus on them.

In addition, two supervised methods do exist, IMAP and MEgo2Vec, as follows.

IMAP [23] is an NA method that incorporates supervised learning, but in a dif-

ferent way than what we propose. First, IMAP requires an (unsupervised) alignment

between two networks as input. Then, it obtains a topological feature vector for each

node pair. Node pairs that are aligned form the positive class, and node pairs that

are not aligned are sampled to form the negative class. Then, IMAP uses this data

to train a linear regression classifier. After training, the data is passed through the

classifier again in order to assign a score to every node pair. These scores are used in

a matching algorithm (e.g., Hungarian or stable marriage) to form a new alignment,

which is then given back as input into the method. This process is repeated for a set

number of iterations – in general, it is shown that these iterations improve alignment

quality. However, IMAP still makes the assumption that topologically similar nodes

should be mapped to each other, meaning it still suffers from the issues of other NA

methods. TARA on the other hand learns from the data what kind of topologically

related nodes should be mapped to each other. We did attempt to test IMAP in this

study, but the code was not available, and when we tried to implement it ourselves,
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we could not get the method to work (i.e., we were not able to reproduce results from

the IMAP study).

MEgo2Vec [180] proposes a framework to try to match user profiles across different

social media platforms. Using graph neural networks and natural language processing

techniques to obtain features of pairs of profiles from different platforms, MEgo2Vec

then trains a classifier to predict whether two profiles correspond to the same person.

However, because MEgo2Vec uses text processing techniques to match users’ names,

affiliations, or research interests (in addition to network topological information), it is

not directly suitable for matching proteins across PPI networks. Unlike MEgo2Vec,

TARA relies solely on topological information (although it can also use external, e.g.,

sequence, information, this is out of the scope of this study).

There also exists a variety of methods that aim to predict the function of proteins

within a single PPI network using techniques such as guilt-by-association, clustering,

or classification [149, 120]. While this is a valuable research area, we are interested

in a different problem – that of across-network protein function prediction. As such,

we do not consider single-network methods in this study.

Lastly, there exist methods that aim to predict protein function without using any

PPI network information. A variety of approaches entered in the Critical Assessment

of Functional Annotation (CAFA) challenge [183] fall under this category. For exam-

ple, the most recent top performing method, GOLabeler [177], uses a combination

of protein sequence, amino acid, structural, and biophysical information, in order

to predict GO term annotations of proteins. However, these kinds of non-network

approaches are out of the scope of this network-focused study.
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4.1.2 Methods

4.1.2.1 Data

Like many NA methods do, we evaluate TARA on network sets with known

node mapping (networks generated from different graph models and their randomly

perturbed counterparts) and a network set with unknown node mapping (yeast and

human PPI networks).

Network sets with known node mapping. We use two network sets with known

node mapping, generated from two network (i.e., random graph) models: 1) geometric

random graphs [133] and 2) scale-free networks [10]. Because these two models have

distinct network topologies [113], we can test the robustness of our results to the

choice of model. For a given model, we create a network with 1,000 nodes and 6,000

edges, and then generate five instances of x% random perturbation (i.e., we randomly

delete x% of the edges and then randomly add the same number of edges back),

varying x to be 0, 10, 25, 50, 75, and 100. Because only edges differ between the

original network and a randomly perturbed counterpart, we know the correct node

mapping, and pairs in this mapping can be considered to be “functionally” related.

Network set with unknown node mapping. We use the PPI networks of yeast

(5,926 nodes and 88,779 edges) and human (15,848 nodes and 269,120 edges) ana-

lyzed by the PrimAlign study [87], obtained from BioGRID [24]. Because we do not

know the true node mapping between these networks, we rely on GO annotations to

measure the functional relatedness between proteins (discussed below). We accessed

the GO data in November 2018.

4.1.2.2 TARA: Data-driven network alignment

Recall that TARA trains, on a portion of the data, a supervised classifier using

topological relatedness-based feature vectors of node pairs and their labels (whether
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the nodes in a given pair are functionally related or not). Then, it aims to predict, on

the remainder of the data, if a node pair is functionally related, creating an alignment

out of all pairs predicted as such. Finally, this alignment can be used in a protein

function prediction framework. Below, we describe how a topological relatedness-

based feature vector of a node pair is extracted (subsection “Topological relatedness

of a node pair.”), how the classifier is trained and evaluated on each of the network

sets (subsections “TARA for a network set with known/unknown node mapping.”),

and how the protein function prediction framework works (subsection “TARA as an

NA framework for protein function prediction.”).

Topological relatedness of a node pair. We quantify topological relatedness

using the notion of graphlets. Graphlets are Lego-like building blocks of complex

networks, i.e., small subgraphs of a network (a path, triangle, square, etc.). In

this study, we consider up to 5-node graphlets. They can be used to summarize

the extended neighborhood of a node as follows. For each node in the network,

for each topological node symmetry group (formally, automorphism orbit), one can

count how many times a given node touches each graphlet at each of its orbits.

The resulting counts for all graphlets/orbits are the node’s graphlet degree vector

(GDV) [112], which has a length of 73 for up to 5-node graphlets. Then, to obtain

the feature of a node pair, we simply take the absolute difference of the nodes’

GDVs (GDVdiff). Note that in addition to GDVdiff, we also tested appending the

nodes’ GDVs together (GDVappend), and a weighted difference of the nodes’ GDVs

based on the GDV similarity [112] calculation (GDVsim). However, the GDVdiff

outperformed GDVappend, and while it obtained similar results to GDVsim, GDVdiff

is mathematically simpler. As such, we only focus on GDVdiff, as calculated in

Algorithm 1.

TARA for network sets with known node mapping. First, in order to see

whether functional relatedness can even be predicted from topological relatedness,
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TABLE 4.1

TABLE OF NOTATIONS AND THEIR MEANINGS

Notation Meaning

Gi Network i

Vi Node set of network i

Ei Edge set of network i

|S| Size of a set S

vij jth node of network i, i.e., vij P Vi

fp_, Giq f : pvij , Giq Ñ R73, a function that returns
the GDV of node vij P Vi

gp_, Gi, Gj, dq Defined in Algorithm 1

balpGi, Gj, R,R1, dq Defined in Algorithm 2

abspxq Element-wise absolute value of a vector x

random.sample(S, n, d) From set S, randomly sample n elements
without replacement, based on random seed
state d

U ˆ V Cartesian product of sets U and V

getAlnpGi, Gj, R,R1, d, yq Defined in Algorithm 3

we evaluate our classifier using 10-fold cross-validation; if not, further study would

be pointless. To do so, we start by creating a dataset that is balanced between the

positive class (node pairs that are known functionally related) and the negative class

(node pairs that are not currently known to be functionally related). But, because

there are many more node pairs in the negative class, we undersample them to match

the positive class in size, a common technique when dealing with class imbalance [157].

The process for creating one balanced dataset is outlined in Algorithm 2. Then, given

this balanced dataset, we split the data into training and testing sets. We sample
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Algorithm 1 Extracting the “GDVdiff” feature vector of a node pair. Given two net-
works G1 and G2, and a node pair sij “ pv1i , v2jq, define a function g : psij, G1, G2q Ñ

R73, computed as follows. For notations and their meanings, see Table 4.1.
1: let a1i

“ fpv1i , G1q

2: let a2j
“ fpv2j , G2q

3: return abspa1i
´ a2j

q

90% of the data to become the training set (ensuring balanced class sizes), and so

the remaining 10% becomes the testing set. For 10-fold cross-validation, we take 10

stratified samples so that each data instance appears in exactly one of the ten testing

sets, resulting in 10 “folds”. Given a fold, we then train a logistic regression classifier

using the GDVdiff feature for a node pair to predict whether the given two nodes are

functionally related, and evaluate this classifier using the accuracy and area under

receiver operating characteristic curve (AUROC). For each score, we average over

the 10 folds. We also repeat the undersampling 10 times to ensure any outcome is

unlikely due to how we sample the negative class. So, we obtain 10 balanced datasets,

and thus 10 accuracy and 10 AUROC scores, and for each measure we average the 10

scores. We repeat this process for every random perturbation amount. Note that we

also tested Naive Bayes, decision tree, and simple neural network classifiers; trends

were qualitatively similar, but logistic regression gave the best results. As such, we

focus on logistic regression.

Second, we analyze the amount of data needed to train a good classifier, since

only a small amount of data may be available in many real-world applications. For

each network model, for each random perturbation amount, we obtain 10 balanced

datasets using the same process as above. Then, for a given balanced dataset, we

split the data such that y% goes into the training set and the remaining p100 ´ yq%

goes into the testing set, still keeping the class balance in both the training and

testing sets, varying y from 10 to 90 in increments of 10. For a given value of y,

i.e., for what we call a y percent training test, we randomly create 10 instances of
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Algorithm 2 Creating a balanced dataset. Given two networks G1 and G2, the
set of conditions R that a node pair needs to satisfy to be considered functionally
related, the set of conditions R1 that a node pair needs to satisfy to be considered not
functionally related, and random seed state d, define a function bal : pG1, G2, R, dq Ñ

pS1, S
1

2q such that S1 Ă V1ˆV2 is a set of node pairs satisfying R (functionally related)
and S

1

2 Ă V1 ˆ V2 is an equally sized set satisfying R1 (not functionally related). For
notations and their meanings, see Table 4.1.
1: let S1 be the set of node pairs between G1 and G2 satisfying R, i.e., the set of

functionally related node pairs.
2: let S2 be the set of node pairs between G1 and G2 satisfying R1, i.e., the set of

functionally unrelated node pairs.
3: S

1

2 “ random.sample(S2, |S1|, d)
4: return (S1, S

1

2)

this training and testing split, resulting in 10 accuracy and 10 AUROC scores, and

for each measure we average results to ensure the outcomes are not due to the how

we select the instances. Note that if y “ 90 and we were to take stratified samples

instead of fully random samples, we would be performing 10-fold cross-validation as

above. Finally, we average over all 10 balanced datasets to ensure the outcomes are

unlikely due to how we sample the negative class.

TARA for a network set with unknown node mapping. Since we do not

know the node mapping between yeast and human PPI networks, we must define

functional relatedness in a different way compared to for network sets with known

node mapping. We use GO annotations to do this. Specifically, if a yeast-human

protein pair shares at least k biological process (BP) GO terms in which the protein-

GO term annotations were experimentally inferred (i.e., if a given annotation has one

of the following evidence codes: EXP, IDA, IPI, IMP, IGI, IEP), then we say the pair

is functionally related. We vary k from 1 to 3. This gives us three sets of ground

truth data, which we refer to as atleast1-EXP, atleast2-EXP, and atleast3-EXP. Also,

no matter what k is, we define a functionally unrelated pair as a pair sharing no GO

terms.
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Then, for a given k, functionally related pairs form the positive class, and func-

tionally unrelated pairs form the negative class. Once again because there are many

more negative pairs, we take 10 samples that match the size of the positive pairs to

create 10 balanced datasets and average over them. Again we use GDVdiff as the

feature under logistic regression.

We again perform each of (i) 10-fold cross-validation and (ii) y percent training

tests on the 10 balanced datasets, just like before, except that in the percent training

tests, we now only perform the y% training/testing split once instead of 10 times for

simplicity, since we find the training/testing split does not significantly change the

results.

TARA as an NA framework for protein function prediction. In addition to

10-fold cross-validation and y percent training tests (on each of networks with known

and unknown node mapping), we evaluate TARA in a third test – that of protein

function prediction. This is an important downstream task of NA. We evaluate

TARA in this context as follows. For a given set of ground truth data atleastk-EXP,

we keep only GO terms that annotate at least two yeast proteins and at least two

human proteins; without this constraint, it is impossible for the framework (described

below) to make predictions for the GO term. Then, for a given percent training test

y, we train TARA and make predictions on the remaining testing data. Every pair

that is predicted to be in the positive class is added to an alignment. We outline the

process in Algorithm 3. This alignment, as well as alignments of existing methods that

we evaluate against, is then put through the protein function prediction framework

proposed by [110], which we summarize as follows. For each protein u in the alignment

(that is annotated by at least k GO term(s)), we hide u’s true GO term(s). Then,

for each GO term g, we determine if the alignment is statistically significant with

respect to g. This is done by calculating if the number of aligned node pairs in which

the aligned proteins share g is significantly high (p-value less than 0.05 according to
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the hypergeometric test [110]). After repeating for all applicable proteins and GO

terms, we obtain a list of predicted protein-GO term associations. From this list we

can calculate the precision and recall of the predictions.

Algorithm 3 Generating an alignment. Given two networks G1 and G2, the set of
conditions R that a node pair needs to satisfy to be considered functionally related,
the set of conditions R1 that a node pair needs to satisfy to be considered not func-
tionally related, random seed state d, and a y percent training amount, return an
alignment of G1 and G2. For notations and their meanings, see Table 4.1.
1: Initialize set A to be empty.
2: let (Sp, Sn) = balpG1, G2, R,R1, dq, as computed by Algorithm 2.
3: let Trp = random.sample(Sp, ty|Sp|{100u, d).
4: let Tep = SpzTrp
5: let Trn = random.sample(Sn, ty|Sn|{100u, d).
6: let Ten = SnzTrn.
7: let Tr “ Trp Y Trn be the training data.
8: let Te = Tep Y Ten be the testing data.
9: Train a predictive function, LogReg : R73 Ñ t0, 1u, with logistic regression, on

Tr, where the feature vector of node pair sij P Tr is given by gpsij, G1, G2q, and
the label of sij is t1 if sij P Sp, 0 if sij P Snu.

10: for each sij P Te do
11: let xij “ gpsij, G1, G2q

12: if LogReg(xij) = 1 then
13: A.add(sij)
14: end if
15: end for
16: return A
For example, if G1 is the yeast PPI network, G2 is the human PPI network, R is
the set of conditions for the atleast3-EXP ground truth dataset, R1 is the set of
conditions for a protein pair to be considered not functionally related (i.e., shared
no GO terms of any kind), d is 0, and y is 90%, then getAlnpG1, G2, R,R1, d, yq

returns the alignment between yeast and human generated by a classifier trained on
functionally related protein pairs defined by R, functionally unrelated pairs defined
by R’, using a random seed state of 0 for sampling, and 90% of the data for training.

While in traditional NA evaluations every GO term available is considered, some

GO terms may be redundant or too general. Recent work has suggested that taking
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the frequency of GO terms (how many proteins a GO term annotates out of all pro-

teins analyzed) into account can deal with these issues [76]; intuitively, less frequent

means more informative. However, because there is no hard definition for what makes

a GO term rare enough, we consider three thresholds:

• All GO terms (i.e., ALL); this corresponds to traditional NA evaluation.

• GO terms that appear 50 times or fewer (i.e., threshold of 50).

• GO terms that appear 25 times or fewer (i.e., threshold of 25).

For a given GO term rarity threshold, we filter out all GO terms that do not satisfy

the threshold. Then, for each atleastk-EXP ground truth dataset (see above), we

only consider proteins that share at least k GO terms from the filtered list to be

functionally related (keep in mind that for proteins to be considered functionally

unrelated, they still must share no GO terms, regardless of rarity). For example,

atleast1-EXP at the 50 GO term rarity threshold considers proteins that share at

least one experimentally inferred biological process GO term, such that each GO term

annotates 50 or fewer proteins (out of all proteins from the yeast and human PPI

networks we analyze), to be functionally related. In total, we now have nine “ground

truth-rarity” datasets, resulting from combinations of the three atleastk-EXP ground

truth datasets and the three GO term rarity thresholds. Then, for each of these

nine datasets, we train and test TARA on protein pairs satisfying the conditions

(i.e., being in the atleastk-EXP ground truth dataset at the given GO term rarity

threshold), and evaluate the resulting alignment using the protein function prediction

framework described above. Also, in order to fairly compare TARA to all existing

NA methods, we evaluate the existing methods’ alignments with respect to these

nine ground truth-rarity datasets. In this way, we can test the effect of both k in the

atleastk-EXP ground truth datasets and GO term rarity on prediction accuracy.
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4.1.3 Results and discussion

4.1.3.1 Topological similarity versus functional relatedness

Here, we provide evidence that the traditional assumption of NA methods, namely

that topological similarity corresponds to functional relatedness, does not hold.

First, as a baseline, consider a network aligned to itself, i.e., to its 0% randomly

perturbed counterpart. We know the correct node mapping, and pairs in this mapping

can be considered functionally related. If we look at the topological similarity between

pairs of nodes that should be aligned versus those that should not, we expect the

former to be topologically identical, and the latter not to be. Also, we expect the

distribution of topological similarities of the matching node pairs to be different than

the distribution of topological similarities of non-matching pairs. Indeed, that is what

we observe (Fig. 4.1(a) and Supplementary Fig. C.2(a)).

Now, consider a network aligned to its 25% randomly perturbed counterpart. Be-

cause only (a portion of) edges change, we still know the correct node mapping, i.e.,

which nodes are functionally related. At just 25% random perturbation (where net-

works are still 75% identical), we observe that the topological similarity distribution

of node pairs that should be matched is now close to the topological similarity dis-

tribution of those that should not (Fig. 4.1(b) and Supplementary Figs. C.2(b) and

C.3(b)). In other words, the functionally matching nodes are only marginally more

similar to each other than at random. So, even if the two networks being aligned are

just a little different (and it is expected that PPI networks of different species are

much more different than that), topological similarity is no longer correlated with

functional relatedness. This fact holds for multiple prominent topological similar-

ity measures, including GRAAL’s [96] and MAGNA’s [143] GDV similarity measure

(Fig. 4.1), GHOST’s [130] spectral signature-based similarity measure (Supplemen-

tary Fig. C.2), and IsoRank’s [153] PageRank-based similarity measure (Supplemen-

103



tary Fig. C.3). Note that while the three measures quantify topologically similarity

in mathematically different ways, they all follow the general notion that a high score

corresponds to neighborhood regions that are close to isomorphic (as discussed in

Section “4.1.1 – Background and motivation”). Because all measures show qualita-

tively similar trends, and because GDV similarity was shown to outperform both

GHOST’s and IsoRank’s similarities [36, 52], we focus on GDV similarity for the

following analysis.

Figure 4.1. Distribution of topological similarity (GDV similarity) between
node pairs of a geometric random graph (i.e., a synthetic network) and its
(a) 0% and (b) 25% randomly perturbed counterparts. We show three
lines representing the distribution of topological similarity for matching (i.e.,
functionally related) node pairs (blue), for non-matching, i.e., functionally
unrelated, node pairs (red), and for 10 random samples of the same size as
the set of matching pairs, averaged (purple). Results are qualitatively similar
for 50% random perturbation, scale-free random graphs (a different type
of synthetic networks), and GHOST’s and IsoRank’s similarity measures.
(Supplementary Figs. C.1-C.3).
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Second, we observe this trend, namely that the distributions of topological sim-

ilarity for functionally related and functionally unrelated protein pairs are close to

each other, for real world PPI networks as well (see below). Furthermore, we find

that the distributions of sequence similarity are also close to each other for the two

sets of protein pairs, and that distributions of the combination of topological and

sequence similarities are close to each other as well. Specifically, we analyze the yeast

and human PPI networks described in Section “4.1.2 – Data”. Here, we consider pro-

teins that share at least one experimentally inferred biological process GO term to

be functionally related, proteins that do not share any GO terms to be functionally

unrelated, proteins with GDV similarity of 0.85 or greater to be topologically similar

[108], and proteins with E-value of 10´10 or lower to be sequence similar [105]. Our

findings are as follows:

• Out of all functionally related protein pairs, only „28% are topologically sim-
ilar (Fig. 4.2(a), above the horizontal line), while even out of all functionally
unrelated protein pairs, „14% are still topologically similar (Fig. 4.2(b), above
the horizontal line).

• Out of all functionally related protein pairs, „63% are sequence similar (Fig.
4.2(a), to the right of the vertical line), while even out of all functionally unre-
lated protein pairs, „53% are still sequence similar (Fig. 4.2(b), to the right of
the vertical line).

• Out of all functionally related protein pairs, only „18% are both topologically
and sequence similar (Fig. 4.2(a), top right quadrant), while even out of all
functionally unrelated protein pairs, only „8% are both topologically and se-
quence similar (Fig. 4.2(b), top right quadrant).

In other words, functionally related nodes are only marginally more similar (for all

types of similarity we consider) to each other than at random. Therefore, the existing

NA assumption that is based on topological similarity fails, and instead our NA

approach that is based on topological relatedness, TARA, is needed.
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Figure 4.2. Distribution of topological similarity (GDV similarity) ver-
sus sequence similarity (E-value) between yeast and human PPI networks of
those yeast-human protein pairs that are (a) functionally related (i.e., share
at least one biological process GO term such that the protein-GO term an-
notation was experimentally inferred) and (b) functionally unrelated (i.e.,
share zero GO terms). The color of a pixel represents how many node pairs
have a given topological similarity and given sequence similarity. The red
horizontal and vertical lines indicate the thresholds for topologically similar
(y ě 0.85) or sequence similar (x ď 10´10) pairs, and the percentages indi-
cate the fraction of pairs that are in a given quadrant.

4.1.3.2 TARA for network sets with known node mapping

10-fold cross-validation. Here we evaluate TARA using 10-fold cross-validation.

Specifically, for each network model (geometric and scale free), for each random per-

turbation level (0, 10, 25, 50, 75, 100), we obtain the average accuracy and average

AUROC of the 10 folds. We expect that as the amount of random perturbation in-

creases, prediction accuracy and AUROC decrease since the networks become more

and more dissimilar. Indeed, this is what we observe (Fig. 4.3(a) and Supplementary

Fig. C.4). Also, we expect a random classifier to give around 50% accuracy since

the class sizes are balanced; it will also have 50% AUROC by definition. This is

empirically verified by the results at 100% random perturbation, where we are at-

tempting to classify nodes between two completely different networks (Fig. 4.3(a)

and Supplementary Fig. C.4).
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Percent training tests. Again, we expect that as the amount of random pertur-

bation increases, accuracy and AUROC decreases since networks are becoming more

dissimilar. Also, we expect that as we increase the amount of training data, the

accuracy and AUROC increases as well since more information is being used in the

classifier. Overall, these are the trends we observe (Fig. 4.3(b) and Supplementary

Fig. C.5). We also see that using 90% of the data as training does not lead to

drastic improvements; in fact, it is not always even the best. For some (geometric)

networks, as low as 40% still gives comparable results. This is promising, as we do

not necessarily have to rely on using a majority of the data for training.

Figure 4.3. Average prediction accuracy of (a) 10-fold cross-validation
and (b) percent training tests for a geometric network and its randomly
perturbed counterparts. In panel (b), different colored lines represent how
much data is used for training; these colors do not apply to panel (a). A
dotted black line indicates the accuracy expected if the classifier makes ran-
dom predictions. Qualitatively similar results for AUROC and for scale-free
networks are shown in Supplementary Figs. C.4–C.5.
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These tests serve as a proof of concept that there is some learnable pattern between

topological and functional relatedness, and so it makes sense to continue this study

for real-world networks.

4.1.3.3 TARA for network sets with unknown node mapping

10-fold cross-validation. Again, we evaluate TARA using 10-fold cross-validation.

We expect that as k increases, accuracy and AUROC do as well since the conditions

for a pair of proteins to be functionally related becomes more stringent. Indeed, this

is what we observe (Fig. 4.4(a) and Supplementary Fig. C.6).

Percent training tests. We see similar results for percent training as we do for

10-fold cross-validation (Fig. 4.4(b)) and Supplementary Fig. C.7). Note that unlike

percent training for synthetic networks, the amount of training data has very little

effect on accuracy except for atleast3-EXP. This may be because atleast1-EXP and

atleast2-EXP contain a lot more data, meaning even a small percentage is enough to

train a good classifier.

Overall, we are able to detect a pattern between topological relatedness and func-

tional relatedness. So, it makes sense to generate an alignment and evaluate TARA

in the protein function prediction task.

4.1.3.4 TARA for protein function prediction

Here, we evaluate TARA and existing NA methods in the task of protein function

prediction. Specifically, we take the alignments generated from each method and put

them through the protein function prediction framework as described above. We first

compare TARA’s percent training tests to each other, and then we compare TARA

to existing NA methods.

Comparing TARA’s percent training tests to each other. For simplicity,

we only compare a subset of TARA’s percent training tests. Specifically, because
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Figure 4.4. Average prediction accuracy of (a) 10-fold cross-validation and
(b) percent training tests for real-world networks. In panel (b), different
colored lines represent how much data is used for training; these colors do
not apply to panel (a). A dotted black line indicates the accuracy expected
if the classifier makes random predictions. Qualitatively similar results for
AUROC are shown in Supplementary Figs. C.6–C.7.

classification accuracy does not vary significantly between different percent training

tests, we focus on the extremes (10 and 90) and the middle (50). So, we have 27 total

evaluation tests for TARA, resulting from combinations of the three percent training

tests and the nine ground truth-rarity datasets discussed above.

We expect that as we increase the amount of training data (10 to 50 to 90),

precision will increase and recall will decrease. This is because more training data

means the classifier will likely be better (increasing precision), but will result in less

testing data and thus smaller alignments and fewer predictions (decreasing recall).

Similarly, we expect that as we increase k in our atleastk-EXP ground truth datasets,

precision will increase and recall will decrease. This is because at higher k, we

will be training on higher quality data (increasing precision), but there will be less

data overall, resulting in smaller alignments and fewer predictions (decreasing recall).

Finally, we expect that as we consider rarer GO terms, precision will increase and
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recall will decrease. Intuition from existing studies suggests that rarer GO terms are

more meaningful [76], so the data will be higher quality (increasing precision), but

again there will be less data overall (decreasing recall). Indeed, we observe these

trends (Fig. 4.5 and Supplementary Fig. C.8) for all but atleast3-EXP at the 50

and 25 rarity thresholds; there is not enough data for TARA to generate alignments

or make predictions for those parameters. Inability to learn on small datasets is one

drawback of machine learning methods in general, not just TARA.

Figure 4.5. Comparison of different TARA evaluation tests in the task of
protein function prediction, for the ALL GO term rarity threshold. Different
percent training tests, specifically 10, 50, and 90, are compared within each
panel, and different ground truth datasets, specifically (a) atleast1-EXP,
(b) atleast2-EXP, and (c) atleast3-EXP, are compared across panels. The
alignment size (i.e., the number of aligned yeast-protein pairs) and number
of functional predictions (i.e., predicted protein-GO term associations) made
by each method, averaged over the 10 instances we perform for each test,
are shown on the top. For example, the alignment for TARA-90 for the
atleast2-EXP dataset contains 1,327 aligned yeast-human protein pairs, and
predicts 5,657 protein-GO term associations. Raw precision, recall, and F-
score values are color-coded inside each panel. Complete results for the other
rarity thresholds are shown in Supplementary Fig. C.8.
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In order to simplify comparisons between TARA and existing NA methods, we

choose a representative percent training test (i.e., either TARA-10, TARA-50, or

TARA-90) for each of the nine ground truth-rarity datasets discussed previously. In

other words, we go from 27 TARA evaluation tests to nine (though we actually have

seven since TARA does not make predictions for atleast3-EXP at the 50 and 25

rarity thresholds, per the above discussion). Generally, we try to choose the percent

training test that has both high precision (meaning predictions are accurate) and a

large number of predictions (meaning we uncover as much biological knowledge as

possible), as these represent TARA’s best results. The choices are given in Table 4.2.

TABLE 4.2

REPRESENTATIVE CHOICES OF TARA’S PERCENT TRAINING

TESTS FOR EACH OF THE 9 GROUND TRUTH DATASETS

ALL 50 25

atleast1-EXP TARA-90 TARA-90 TARA-90

atleast2-EXP TARA-90 TARA-10 TARA-10

atleast3-EXP TARA-90 N/A N/A

Comparing TARA against existing NA methods. We compare against three

existing methods, WAVE, SANA, and PrimAlign. We compare against these three

methods for the following reasons (also, see Section 4.1.1). WAVE and SANA are

state-of-the-art methods that use graphlets, just like TARA, allowing us to fairly

analyze how much TARA’s supervised process helps. Also, they operate under the
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assumption that topologically similar nodes are functionally related, which is what

TARA challenges. However, recall that WAVE and SANA are one-to-one methods,

while TARA is a many-to-many method. So, we analyze PrimAlign, because it is a

state-of-the-art many-to-many method. In addition, PrimAlign operates under the

assumption that we challenge, namely that topologically similar nodes are function-

ally related. Recall from Section “4.1.1 – Related work” that WAVE, SANA, and

PrimAlign were already shown to outperform a number of previous NA methods,

and hence, we believe that comparing to these three methods is sufficient. Also, keep

in mind that a theoretical precision of one is not possible with TARA, unlike WAVE,

SANA, and PrimAlign. This is because TARA uses part of the ground truth data for

training, meaning it impossible to make predictions for that portion. In other words,

TARA is inherently disadvantaged compared to existing methods.

In more detail, WAVE and SANA use graphlet-based topological information like

TARA (however, keep in mind that sequence information or any other data could

also be used in TARA, which is subject of our future work). Specifically, WAVE and

SANA both use GDV similarity to score the similarities of node pairs, and SANA

also uses an equal weighing of node conservation and edge conservation (i.e., we set

both s3 and esim to 1). Unlike WAVE and SANA, PrimAlign uses both topological

(PageRank-based) information and sequence similarity (negative log of E-value) infor-

mation by default. Specifically, regarding the latter PrimAlign study, which analyzes

the same yeast and human PPI networks as we do, considers all sequence similar pro-

teins between the networks with an E-value ď 10´7, which results in 55,594 sequence

similarity-based anchor links. We run this default version, called PrimAlign-TS. We

also analyze a topological version of PrimAlign (PrimAlign-T) for fair comparison

with TARA, which in this study uses topological but not sequence information. To

create an as fairly comparable as possible topological version of PrimAlign, we in-

stead use the 55,594 most topologically (GDV) similar yeast-human protein pairs as
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anchor links. Lastly, we are also interested in using sequence information only (Se-

quence, or S), in order to better understand the effect of T or S alone. We do so by

taking those 55,594 sequence similar pairs from PrimAlign-TS and treating them as

the alignment, disregarding any topological information from the PPI networks.

Summarizing the different NA methods, TARA, WAVE, SANA, and PrimAlign-T

use topological information, Sequence uses sequence information, and PrimAlign-TS

uses both topological and sequence information. Furthermore, recall that the different

methods have different levels of comparability to TARA in terms of information used

(T versus S versus TS) and alignment type (one-to-one versus many-to-many) (Table

4.3). To show that our assumption holds, namely that topologically related, rather

than topologically similar, nodes should be aligned, it would be sufficient to show

that TARA, a T method, outperforms the other T methods. If TARA, a T method,

also outperforms Sequence or PrimAlign-TS, then this would further underscore the

need of a data-driven approach like ours.

We discuss our results below (Fig. 4.6 and Supplementary Fig. C.9). Note that

we primarily focus on precision because in terms of potential wet lab validation of

some predictions, we believe it is more important to have fewer but mostly correct

predictions (e.g., 90 correct out of 100 made) than a greater number of mostly in-

correct predictions (e.g., 300 correct out of 1000 made). While in the latter example

more predictions are correct (300 versus 90), leading to a higher (almost triple) recall,

many more are also incorrect, leading to lower precision (0.3 versus 0.9). However, we

do not completely discount recall and F-score, as they may still be valuable measures

for other considerations. Also, keep in mind that the expected precision and recall for

a random alignment is near 0. A random alignment is not expected to match func-

tionally related proteins, meaning essentially random protein-GO term associations

will be predicted.
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TABLE 4.3

COMPARABILITY OF THE EXISTING METHODS CONSIDERED IN

THIS STUDY TO TARA IN TERMS OF TYPE OF INFORMATION

USED (T VERSUS S VERSUS TS) AND ALIGNMENT TYPE

(ONE-TO-ONE VERSUS MANY-TO-MANY)

Fair to TARA in terms of:

Existing NA method Information used Alignment type

WAVE Yes No

SANA Yes No

Sequence No Yes

PrimAlign-T Yes Yes

PrimAlign-TS No Yes

• Compared to other T methods, TARA is superior to WAVE and SANA in 6/7
tests with respect to precision, and in all seven tests with respect to recall (the
seven tests are summarized in Table 4.2). Importantly TARA is always superior
to PrimAlign-T, the most fairly comparable method to TARA, in terms of both
precision and recall. These trends support our claim that topologically related,
not topologically similar, nodes are the ones that are functionally related.

• Compared to PrimAlign-TS, TARA is superior in 3/7 tests (atleast2-EXP for
the 50 and 25 rarity thresholds, and atleast3-EXP for ALL GO terms) with
respect to precision. Of the remaining four tests, TARA is superior in two and
comparable in two with respect to F-score.

• Compared to Sequence, TARA is superior in all seven tests in terms of precision,
and superior in 3/7 in terms of recall. Of those remaining four tests, it is still
superior in two of them with respect to F-score.

An interesting note is that the precision of PrimAlign-TS is much greater than

simply the sum of precision from Sequence and PrimAlign-T, suggesting that combin-

ing topological and sequence information in a meaningful way can have compounded
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effects. This is promising for incorporating sequence information into TARA, which

is our future work.

Figure 4.6. Comparison of the six considered NA methods for rarity thresh-
olds (a, d) ALL, (b, e) 50, and (c, f) 25 using ground truth datasets (a,
b, c) atleast1-EXP and (d, e, f) atleast2-EXP in the task of protein func-
tion prediction. The alignment size (i.e., the number of aligned yeast-protein
pairs) and number of functional predictions (i.e., predicted protein-GO term
associations) made by each method. For example, the alignment for TARA
in panel (a) contains 27,155 aligned yeast-human protein pairs, and predicts
91,618 protein-GO term associations. Raw precision, recall, and F-score val-
ues are color-coded inside each panel. Results for atleast3-EXP are shown
in Supplementary Fig. C.9.
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While precision, recall, and F-score are important overall measures, it is also nec-

essary to zoom into the actual predictions that the methods make. We focus on

TARA and PrimAlign-TS, as these two methods perform the best, with the param-

eters from Fig. 4.6.

We see that for atleast1-EXP, no matter the rarity threshold, TARA makes many

more predictions than PrimAlign-TS, and yet still has comparable precision for the

50 and 25 GO term rarity thresholds (Fig. 4.6). In other words, TARA is potentially

uncovering more biological knowledge than PrimAlign-TS but with similar accuracy.

For atleast2-EXP, for the ALL GO term rarity threshold, TARA and PrimAlign-TS

make a similar number of predictions with similar precision, and for the 50 and 25

rarity thresholds, TARA outperforms PrimAlign-TS, though at the cost of fewer pre-

dictions (Fig. 4.6). For atleast3-EXP, for the ALL GO term rarity threshold, TARA

outperforms PrimAlign-TS, also at the cost of fewer predictions (Supplementary Fig.

C.9).

Importantly, we see that the number of predictions in the overlap of TARA and

PrimAlign-TS is generally small (Fig. 4.7 and Supplementary Fig. C.10), suggesting

that most of the two methods’ predictions are complementary. Therefore, we can

say that TARA has some advantage in every case (whether it be precision, recall,

or number of predictions), and at worst complements PrimAlign, which even uses

sequence information that TARA does not. This, in addition to TARA outperforming

WAVE and SANA, justifies the need for introducing our new data-driven approach.

We also look at the time it takes to obtain an alignment for TARA, WAVE,

SANA, PrimAlign-T, and PrimAlign-TS for the ALL GO term rarity threshold, as

the given threshold has the most data and thus will be the worst case time-wise out of

all thresholds. We do not consider Sequence as we did not compute any alignment in

this case; instead, the alignment was included from the PrimAlign study. We expect

as that k (in the atleastk-EXP ground truth dataset) increases, the time for TARA
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Figure 4.7. Overlap of the functional predictions made by TARA and
PrimAlign for atleast2-EXP at the 50 rarity threshold. Percentages are out
of the total number of unique predictions made by both methods combined.
Complete results for all methods and parameters are shown in Supplementary
Fig. C.10 and Supplementary File C.1.

to produce an alignment decreases since there is less (but higher quality) data overall,

and thus less data to train on. This is what we observe (Table 4.4). Regarding the

existing NA methods, WAVE uses a seed-and-extend alignment strategy, which is

expected to take some time. The running time of SANA is a parameter, which we

choose to be 60 minutes since SANA requires such time to find a good alignment for

networks of the sizes we analyze. We find that WAVE and SANA are both slower

than TARA for atleast2-EXP and atleast3-EXP, and SANA is comparable to TARA

for atleast1-EXP, meaning that TARA is overall both faster and more accurate at

predicting protein function than the two one-to-one NA methods. Lastly, we find

that PrimAlign and its variants are fast, which is expected because the method is

linear in the number of edges.

4.1.3.5 A closer look at TARA

We also explore why TARA is able to outperform the traditional NA methods.

Recall the distributions of topological similarity scores (which traditional NA methods
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TABLE 4.4

RUNNING TIME (ROUNDED TO THE NEAREST SECOND)

COMPARISON OF TARA, WAVE, SANA, PRIMALIGN-T, AND

PRIMALIGN-TS FOR ALL GO TERMS

Running time (s) atleast1-EXP atleast2-EXP atleast3-EXP

TARA 3,642 210 168

WAVE 1,686 1,686 1,686

SANA 3,600 3,600 3,600

Sequence N/A N/A N/A

PrimAlign-T 3 3 3

PrimAlign-TS 16 16 16

use) from Section “4.1.3 – Topological similarity versus functional relatedness”. When

the two networks are just a bit different from each other, nodes that should be

matched (i.e., are functionally related) are only marginally more topologically similar

to each other than at random, leading to suboptimal alignments. If we analyze

TARA’s topological relatedness scores (described below) in the same way, we find

that TARA can better distinguish matching node pairs from non-matching node

pairs. This could explain why TARA outperforms the traditional NA methods.

To extract topological relatedness scores from TARA’s framework, we do the

following. Consider the 90% training test (while this applies to any percent training

test, we focus on 90 because TARA-90 generally performs the best), where we first

train a classifier on 90% of a balanced dataset. Then, instead of evaluating on the

remaining 10% of the data as above, we input the feature vector of each node pair

across networks into the trained classifier. Rather than directly outputting whether
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a pair is functionally related or not, we obtain the probability that the two nodes

are functionally related instead. We can interpret this probability as a redefined

“relatedness” measure, where now nodes are topologically related if they are likely to

be functionally related.

Then, mirroring our initial analyses (Fig. 4.1), we examine the distributions of

these topological relatedness scores on the same networks and random perturbation

levels. For a geometric network and its 0% randomly perturbed counterpart, we

again see a distinct difference between the distributions of matching pairs and all

pairs (Fig. 4.8(a)). But, even for 25% random perturbation, the distributions are

now different from each other (Fig. 4.8(b)), and this difference is greater than the

difference in distributions of the equivalent topological (GDV) similarity scores (Fig.

4.1(b)). In other words, TARA’s topological relatedness scores are better able to

distinguish matching node pairs from non-matching node pairs compared to tradi-

tional topological similarity scores, which could explain the superior results of TARA

over traditional NA methods. Improving these learned topological relatedness scores

(e.g., so that the difference in distributions at 25% random perturbation looks like

the difference at 0% random perturbation), and using them to produce alignments

that are more fairly comparable to some traditional NA methods (e.g., to produce

one-to-one alignments) are subjects of our future work.

4.1.3.6 Generalizability of TARA

Just like with any supervised classification approach, the key goal of TARA is to

first train the approach on the training portion of the compared networks, and then

to test it on the testing portion of the same networks that was hidden during the

training process, in order to validate that the approach is accurate on the known but

hidden knowledge from the testing data. Then, the goal is to retrain TARA on all
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Figure 4.8. Distribution of TARA’s redefined topological relatedness be-
tween node pairs of a geometric random graph (i.e., a synthetic network) and
its (a) 0% and (b) 25% randomly perturbed counterparts. We show three
lines representing the distribution of topological relatedness for matching
(i.e., functionally related) node pairs (blue), for non-matching, i.e., function-
ally unrelated node pairs (red), and for 10 random samples of the same size
as the set of matching pairs, averaged (purple).

of the (training plus testing) data in order to predict novel knowledge from the same

data.

Just like any supervised classification approach in the context of any problem, for

highest accuracy in the context of the NA problem, TARA should ideally be trained

for each new pair of networks considered. That is, TARA when trained on one pair

of networks (using only the training portion of the data), is expected to be at least

as accurate when tested on the same pair of networks (using only the testing portion

of the data) than when tested on a different pair of networks.

Of course, training TARA on a new pair of networks of interest is possible only

if there exists data on whether a node pair is functionally related or not, for those

networks. If such data does not exist, i.e., if one cannot determine for the new

networks of interest whether a node pair is functionally related or not, then one must
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apply a TARA instance pre-trained on a different pair of networks to the new pair

of networks.

So, here, we investigate how well TARA performs in this task, i.e., how generaliz-

able it is. Namely, we examine whether we can train TARA on one pair of networks

and apply the trained TARA instance to a new pair of networks to still accurately

predict functional knowledge. Specifically, we apply TARA, trained on the yeast

and human PPI networks as described in Section “4.1.2 – Data” (“2017 networks”),

to more recent yeast and human PPI networks from the same database (“2020 net-

works”). The new networks come from BioGRID version 3.5.181 accessed in February

2020; like for the 2017 networks, we again only include physical interactions.

Details of our experimental setup for this analysis are as follows.

• We repeat the exact same training process as before, i.e., on the 2017 networks.
Namely, on these networks, we create the same 10 balanced datasets, and, for
a given balanced dataset, for each ground truth-rarity dataset and y% training
amount, we split the data into y% training and p100 ´ yq% testing. Then, we
train a logistic regression classifier using the GDVdiff feature for a node pair
based on the 2017 networks. So, after these steps, we have trained TARA on
the same node pairs and features vectors as before.

• But then, we perform testing on the 2020 networks. That is, of the node pairs in
the 2017-network-based testing set from the previous bullet, we keep only those
pairs in which both nodes are present in both the 2017 and 2020 network data.
For the resulting node pairs, we compute their new node pair feature vectors
based on the 2020 (rather than 2017) networks. We feed the new 2020-network-
based feature vectors into the 2017-network-trained classifier, and add any node
pair predicted as functionally related to the 2020-network-based alignment. Fi-
nally, this alignment is used in the protein function prediction framework. In
this way, we can fairly compare results between the 2017-network-based align-
ments (computed in previous sections) and the corresponding 2020-network-
based alignments (computed as just described), since all training is done on the
same node pairs with the same 2017-network-based feature vectors, and the
testing only differs in which network set (2017 versus 2020) the feature vectors
were extracted from. Algorithm 4 outlines this process.

• Repeating for each balanced dataset, we obtain 10 precision, recall, and F-score
values, and we average over the 10 values for each measure.
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Algorithm 4 Applying a pre-trained TARA instance to a new pair of networks.
Given two networks G1 and G2, the set of conditions R that a node pair needs to
satisfy to be in a given ground truth dataset, the set of conditions R1 that a node
pair needs to satisfy to be considered not functionally related, random seed state d,
a y percent training amount, and two networks G3 and G4, return an alignment of
G3 and G4. For notations and their meanings, see Table 4.1.
1: Initialize set A to be empty.
2: let Sp, Sn = balpG1, G2, R,R1, dq, as computed by Algorithm 2.
3: let Trp = random.sample(Sp, ty|Sp|{100u, d).
4: let Tep = SpzTrp
5: let Trn = random.sample(Sn, ty|Sn|{100u, d).
6: let Ten = SnzTrn.
7: let Tr “ Trp Y Trn.
8: let Te = Tep Y Ten.
9: Train a predictive function, LogReg : R73 Ñ t0, 1u, with logistic regression, on

Tr, where the feature vector of node pair sij P Tr is given by gpsij, G1, G2q, and
the label of sij is t1 if sij P Sp, 0 if sij P Snu.

10: Lines 1-9 are identical to those of Algorithm 3, representing the fact
that the training processes are identical (assuming that G1, G2, R, R1,
d, and y do not change between Algorithms 3 and 4).

11: for each sij P Te do
12: if sij P V3 ˆ V4 then
13: let xij “ gpsij, G3, G4q

14: if LogReg(xij) = 1 then
15: A.add(sij)
16: end if
17: end if
18: end for
19: return A
For example, if G1 is the 2017 yeast PPI network, G2 is the 2017 human PPI network,
R is the set of conditions for the atleast3-EXP ground truth dataset, R1 is the set
of conditions for a protein pair to be considered not functionally related (i.e., shared
no GO terms of any kind), d is 0, y is 90%, G3 is the 2020 yeast PPI network, and
G4 is the 2020 human PPI network, getAln˚pG1, G2, R,R1, d, y, G3, G4q returns the
alignment between the 2020 yeast and human PPI networks generated by a classifier
trained on functionally related protein pairs defined by R, functionally unrelated
pairs defined by R’, using a random seed state of 0 for sampling, and 90% of the
2017-network-based data for training.
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Our findings are as follows. By looking at the number of protein function pre-

dictions, TARA applied to the 2020 networks generally results in somewhat fewer

predictions compared to TARA applied to the 2017 networks. Even if the two TARA

versions are equally accurate, the differing number of predictions alone could nat-

urally result in the former having somewhat higher precision and somewhat lower

recall. Indeed, this is exactly what we observe (Fig. 4.9). A key result is that the

two TARA versions are quite comparable, i.e., that TARA trained on the 2017 net-

works, when it is tested on the 2020 networks, results in pretty similar (somewhat

higher) precision and (somewhat lower) recall values as when it is tested on the 2017

networks. This is extremely encouraging, as it indicates that TARA is generalizable

in our considered test.

4.1.4 Conclusion

We present TARA as a method that challenges the assumption of current NA

methods that topologically similar nodes are functionally related. We have shown

that given the topological feature vector of a pair of nodes, TARA can accurately

predict whether the nodes are functionally related. In other words, we have designed a

method that can detect from training data a pattern between topological relatedness

and functional relatedness in both synthetic and real-world networks. Then, taking

pairs predicted as functionally related from the testing data as an alignment, we have

shown that TARA generally outperforms or complements existing approaches, even

those that use sequence similarity-based anchor links across network as input (unlike

TARA), in the task of protein function prediction, one of the ultimate goals of NA.

As such, TARA provides researchers with a valuable data-driven approach to NA

and protein function prediction.

To our knowledge, TARA is the first data-driven NA approach. As such, it is just

a proof-of-concept. There are many directions in which this work can be taken. For
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Figure 4.9. Comparison of TARA on the 2017 versus 2020 networks for
rarity thresholds (a, d) ALL, (b, e) 50, and (c, f) 25 using ground truth
datasets (a, b, c) atleast1-EXP and (d, e, f) atleast2-EXP in the task of
protein function prediction. The alignment size (i.e., the number of aligned
yeast-protein pairs) and number of functional predictions (i.e., predicted
protein-GO term associations) made by each method. For example, the
alignment for TARA-2017 in panel (a) contains 27,155 aligned yeast-human
protein pairs, and predicts 91,618 protein-GO term associations. Raw pre-
cision, recall, and F-score values are color-coded inside each panel. Results
for atleast3-EXP are shown in Supplementary Fig. C.11.

one, we use a relatively simple GDV-based feature of a node pair. However, more

sophisticated combinations of GDVs could be explored. Other embedding methods

(i.e., ways to extract feature vectors of nodes) such as matrix factorization [77] or
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graph convolution networks [180] could show improvement. Also, including sequence

similarity-based anchor links like PrimAlign does, is promising, especially given the

fact that combining topological and sequence information seems to have compound-

ing effects. Also, we train a simple classifier – logistic regression – but potential

improvement could be seen with more sophisticated models. Furthermore, in this

study we have focused on pairwise, homogeneous, and static NA. However, there has

been work in aligning multiple [74, 166, 163, 81], heterogeneous [70, 111], or dynamic

[165, 162, 6] networks. Our general framework could be adapted to each of these

types of NA.

4.2 TARA++: Data-driven network alignment that integrates topology and se-

quence to predict function

4.2.1 Introduction

While TARA relies only on network topological information to generate align-

ments, in this section we introduce TARA++, which combines both topological and

protein sequence information to generate alignments. An additional categorization of

NA methods will aid in understanding our extension of TARA to TARA++. Namely,

there are three NA method groups based on how input data are processed, within-

network-only, isolated-within-and-across-network, and integrated-within-and-across-

network, described in Table 4.5 and Section “4.2.2 – Description of existing NA

methods”.

Before describing our extensions of TARA to TARA++, we recount how each

of WAVA, SANA, and PrimAlign compares to TARA in terms of algorithmic steps,

in order to show where there is room for improvement (Table 4.6). Recall that by

learning topological relatedness patterns, TARA outperformed, in the task of across-

species protein functional prediction between yeast and human, three state-of-the-
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TABLE 4.5

THREE NA METHOD GROUPS BASED ON HOW INPUT DATA ARE

PROCESSED

NA method group Description

Within-network-
only

Given two PPI networks, each node’s feature is calculated
using only the topological information within the given node’s
own network, hence the group name. The nodes’ topological
features, which summarize the nodes’ extended PPI network
neighborhoods, are then used in various alignment processes
(Section “4.2.2 – Description of existing NA methods”). For
state-of-the-art NA methods from this group, the topological
features are based on graphlets [112], which are subgraphs,
i.e., small building blocks of networks.

Isolated-within-
and-across-
network

Given two PPI networks and also sequence information for
nodes across networks, each node’s topological feature is cal-
culated in the same way as by within-network-only methods,
and only afterwards is the sequence information combined
with the topological features. The group name comes from
the fact that both within-network topological and across-
network sequence information are used, but the two are ini-
tially processed in isolation from each other and are combined
only after the fact. Then, the combined data are used in
various alignment processes (Section “4.2.2 – Description of
existing NA methods”). Note that within-network-only meth-
ods can easily be used as isolated-within-and-across-network
methods when sequence information is available; the latter
lead to better alignments than the former [110].

Integrated-within-
and-across-
network

Given two PPI networks and sequence information for nodes
across networks, the two networks are first “integrated” into
one by adding across-network “anchor” links (edges) between
the highly sequence-similar proteins and only then is any fea-
ture extraction or alignment done. So, the third group uses
both within-network topological and across-network sequence
information. But, they first integrate the two data types and
only then process them, hence the group name.
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art NA methods, WAVE [158], SANA [103], and PrimAlign [87]. TARA, WAVE,

and SANA are all within-network-only methods. They also all use graphlet-based

topological node features. Their key difference is that TARA is supervised, ie., it

uses topological relatedness, while WAVE and SANA are unsupervised, i.e., they

use topological similarity. Thus, WAVE and SANA were the most fairly compara-

ble methods to TARA. So, we could fairly evaluate whether moving from WAVE’s

and SANA’s topological similarity to TARA’s supervision-based topological relat-

edness helped. TARA significantly outperformed WAVE and SANA, so we could

conclude that it did help. PrimAlign is one of very few existing integrated-within-

and-across-network methods. Because PrimAlign was already shown to outperform

many isolated-within-and-across-network methods [87] on the exact same data as in

TARA’s evaluation [68], there was no need to evaluate TARA against any meth-

ods of that type. Importantly, TARA still outperformed PrimAlign, despite the

former being a within-network-only method and hence not using any sequence in-

formation, unlike the latter. This already showed how powerful the supervised NA

paradigm is. In this study, we push the boundary further. TARA “only” showed that

going from unsupervised to supervised for within-network-only methods improved

alignment accuracy. But, we already know that going from within-network-only to

isolated-within-and-across-network in the unsupervised context improves accuracy

[110], and that going from isolated-within-and-across-network to integrated-within-

and-across-network in the unsupervised context further improves accuracy [87]. So, a

method that is both supervised and of the integrated-within-and-across-network type

should be the “best of both worlds”. Thus, here, we propose the first ever method of

this type.
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TABLE 4.6

CATEGORIES THAT RELEVANT NA METHODS BELONG TO

NA method Method group Feature type (Un)supervised?

WAVE Within-network-only Topology (graphlets) Unsupervised

SANA Within-network-only Topology (graphlets) Unsupervised

PrimAlign Integrated-within-
and-across-network

Topology (PageRank-
like) and sequence

Unsupervised

TARA Within-network-only Topology (graphlets) Supervised

TARA-TS Integrated-within-
and-across-network

Topology (graphlets)
and sequence

Supervised

TARA++ N/A (TARA++ is the overlap of TARA’s and TARA-TS’s
predicted protein-GO term annotations)

4.2.1.1 Our contributions

We introduce TARA-TS (TARA within-network Topology and across-network

Sequence information) as a novel method implementing the above idea. Then, for

reasons discussed below, we integrate TARA and TARA-TS into our final method,

TARA++. Fig. 4.10 summarizes key ideas behind TARA-TS and our evaluation

framework.

Like TARA, TARA-TS is supervised. Unlike TARA and like PrimAlign, TARA-

TS extracts features from an integrated yeast-human network. As a solution to

feature extraction, we leverage the extensive research on graph representation learning

[22], which embeds nodes of a network into a low dimensional space such that network

structure is preserved; the low-dimensional node representations are then used as

node features. Network embedding has primarily been studied on the methodological

side in the domains of graph theory and data mining/machine learning, and on the

application side in the domain of social networks [37, 64, 22]. So, given recently
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Figure 4.10. Summary of TARA-TS and our evaluation framework. (a)
TARA-TS aims to align two networks (in this study, yeast and human PPI
networks). Besides the networks, TARA-TS also uses sequence similar yeast-
human protein pairs as anchor links. See Section “4.2.2 – Data”. (b) From
the networks and anchor links, TARA-TS builds an integrated yeast-human
network and extracts integrated topology- and sequence-based features of
node (protein) pairs. See Section “4.2.2 – TARA-TS’s feature extraction
methodology”. (c) Given the features, TARA-TS trains a classifier on a
training set to learn what features distinguish between functionally related
and functionally unrelated node pairs, and then the classifier is evaluated
on a testing set. To perform this classification, yeast-human node pairs are
labeled. If the two nodes in a given pair are functionally related (intuitively,
share GO terms), they are labeled with the positive class; if they are func-
tionally unrelated, they are labeled with the negative class. See Section
“4.2.2 – Data”. Then, the set of labeled node pairs is split into training and
testing sets to perform the classification. Only if classification accuracy is
high, i.e., if TARA-TS accurately predicts functionally (un)related nodes to
be functionally (un)related, does it make sense to use TARA-TS to create an
alignment for protein functional prediction. (d) Node pairs from the test-
ing set that are predicted as functionally related are taken as TARA-TS’s
alignment. Note that relying on testing data only to create an alignment
avoids any circular argument. See Section “4.2.2 – TARA-TS’s classification
and alignment generation”. (e) Any alignment, of TARA-TS or an existing
NA method such as PrimAlign and TARA, can be given to a protein func-
tional prediction framework to predict protein-GO term annotations. Then,
the different methods’ alignments are evaluated in terms of their prediction
accuracy (we also evaluate their running times). See Section “4.2.2 – Using
an alignment for protein functional prediction”.
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recognized promise of network embedding in the domain of computational biology

[124], we apply it to this domain. Namely, TARA-TS generalizes a prominent network

embedding method that was proposed for within-a-single-network machine learning

tasks such as node classification, clustering, and link prediction, to the across-network

task of biological NA. Given the node features extracted by network embedding,

TARA-TS works just as TARA to produce an alignment. Then, we use this alignment

for across-species protein functional prediction.

We compare prediction accuracy of TARA-TS (pairwise, global, many-to-many,

integrated-within-and-across-network, supervised) with accuracies of TARA and Pri-

mAlign, as they are state-of-the-art NA methods that were already shown to outper-

form many other existing NA methods on the exact same data as what we use here.

So, by transitivity, if TARA-TS is shown to be superior to TARA and PrimAlign,

this will mean that TARA-TS is superior to the other existing methods as well. Also,

of all existing methods, TARA and PrimAlign are the most similar and thus fairly

comparable to TARA-TS. Namely, TARA is pairwise, global, many-to-many, and

supervised, like TARA-TS. The difference is that TARA is a within-network-only

method while TARA-TS is an integrated-within-and-across-network method (Table

4.6). PrimAlign is a pairwise, global, many-to-many, and integrated-within-and-

across-network method, like TARA-TS. The difference is that PrimAlign is unsu-

pervised while TARA-TS is supervised (Table 4.6). So, we can fairly test the effect

of going from unsupervised to supervised for integrated-within-and-across-network

methods.

When we compare TARA-TS against TARA, we actually compare whether using

across-network sequence information on top of within-network topological informa-

tion leads to more accurate predictions, as we expect. Surprisingly, we find that

TARA-TS and TARA are almost equally as accurate. Closer examination reveals

that their quantitatively similar results are not because the two methods are predict-

130



ing the same information (which would make one of them redundant). Instead, their

predicted protein functional annotations are quite complementary. So, we then look

at those predictions (protein-GO term associations) that are made by both methods,

only those predictions made by TARA-TS but not TARA, and only those predictions

made by TARA but not TARA-TS. We find the former (the overlapping predictions)

to be more accurate than the predictions made by any one of TARA-TS or TARA

alone. Thus, we take this overlapping version of TARA-TS and TARA as our final

method, TARA++. In a sense, TARA++ is integrating state-of-the-art research

knowledge across computational biology and social network domains, by combining

TARA’s graphlet-based topology-only features with TARA-TS’s embedding-based

topology-and-sequence features, each of which boosts the other’s performance. Very

few studies have explored such a promising direction to date [124]. Importantly, we

find that TARA++ not only outperforms TARA but also PrimAlign.

4.2.2 Methods

4.2.2.1 Data

As typically done in NA studies, we analyze yeast and human PPI networks. We

consider the exact same PPI networks of yeast (5,926 nodes and 88,779 edges) and

human (15,848 nodes and 269,120 edges) that were analyzed and publicly provided by

the authors of the PrimAlign study [87]. These networks were also used in the TARA

study [68]. All of this allows us to fairly compare results across all of the methods.

The two networks contain only physical PPIs, without multi-edges or self-loops.

Similarly, as anchor links between proteins across the networks, we use the exact

same 55,594 yeast-human sequance-similar protein pairs that were analyzed and pub-

licly provided by the authors of the PrimAlign study [87]. These had been produced

as follows [80]. All-versus-all sequence comparison using BLASTP [5] was performed

on human, mouse, fruit fly, worm, and yeast. Only protein pairs with E-value se-
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quence similarities ď 10´7 had been kept for further consideration, which yielded

55,594 yeast-human protein pairs with such E-values.

Our supervised NA framework requires knowledge about whether two proteins

are functionally related. We next outline the procedure for determining functional

relatedness, which mirrors the steps from our past TARA study [68]. As typically

done, we define functional relatedness using GO annotation data (from August 2019).

Considering biological process GO terms and experimentally inferred protein-GO

term annotations (evidence codes EXP, IDA, IPI, IMP, IGI, or IEP), if at least k

GO terms are shared between a yeast protein and a human protein, we define that

protein pair as functionally related. We vary k from 1 to 3. These are values of k that

are typically analyzed, because even in unsupervised and especially in supervised NA

studies, larger values of k result in insufficiently many pairs of functionally related

nodes [96, 68]. Regardless of the k value, we define a protein pair as functionally

unrelated if the two proteins share no GO terms of any kind. This gives the atleast1-

EXP, atleast2-EXP, and atleast3-EXP ground truth datasets.

Traditionally, NA studies have considered all GO terms available in a given ground

truth dataset. However, it is well known that not all GO terms are “created equally”,

meaning that a GO term that is more general and thus higher in the GO tree hierarchy

is more likely to annotate a given number of proteins compared to a more specific GO

term that is lower in the hierarchy. This is why it might be worth considering only

specific-enough GO terms. As a way to deal with this in the context of NA, recent

work proposed accounting for the frequency of GO terms (for a given GO term, the

number of proteins in the data under consideration that are annotated by that term)

[76]. Indeed, in our TARA study, we found that considering rarer (i.e., more specific)

GO terms led to higher protein functional prediction accuracy [68]. So, here, we

consider the same three GO term rarity thresholds as in the TARA study: (i) all GO

terms (i.e., ALL), which corresponds to traditional NA evaluation, (ii) more specific
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GO terms that appear 50 times or fewer (i.e., threshold of 50), and (iii) even more

specific GO terms that appear 25 times or fewer (i.e., threshold of 25).

For a given GO term rarity threshold, all GO terms not satisfying the threshold

are filtered out. Then, for each atleastk-EXP ground truth dataset, only proteins

that share at least k GO terms from the remaining list are considered to be func-

tionally related, and still, proteins that share no GO terms, regardless of rarity, are

considered to be functionally unrelated. For example, proteins that share at least two

(experimentally inferred biological process) GO terms, such that each GO term an-

notates 25 or fewer proteins, are considered functionally related in the “atleast2-EXP

at the 25 GO term rarity threshold” dataset. There is a total of nine such “ground

truth-rarity” datasets, resulting from combinations of the three atleastk-EXP ground

truth datasets and the three GO term rarity thresholds.

4.2.2.2 TARA-TS’s feature extraction methodology

TARA-TS needs to extract features that capture both within-network topological

and across-network sequence information from the integrated network, which consists

of 21,774 nodes (5,926 yeast + 15,848 human proteins) and 413,493 edges (88,779

yeast PPIs + 269,120 human PPIs + 55,594 anchor links). We examine several

feature extraction approaches.

First, we use the same graphlet-based feature extraction method as TARA, sim-

ply applied to the integrated network rather than the two individual networks; for

technical details about the graphlet features that we use, see Supplementary Section

C.2.1.1. In this way, we can test whether going from TARA’s within-network-only ap-

proach to TARA-TS’s integrated-within-and-across-network approach improves NA

accuracy. We refer to this version of TARA-TS as “TARA-TS (graphlets)”.

Second, we apply a prominent network embedding method based on random walks

to the integrated network to extract features, namely node2vec [66]; for technical
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details about node2vec and why we use node2vec over other network embedding

methods, see Supplementary Section C.2.1.1. We refer to this version of TARA-TS

as “TARA-TS (node2vec)”.

Third, node2vec does not capture heterogeneous information in the integrated

network, i.e., does not distinguish between different types of nodes (yeast and hu-

man) or edges (yeast PPIs, human PPIs, and yeast-human sequence-based anchor

links). So, we also test metapath2vec [41], which essentially is node2vec generalized

to heterogeneous networks. Intuitively, this approach uses “metapaths” to capture

the heterogeneous information, which define the types of nodes that should be vis-

ited by random walks; for technical details about metapath2vec, see Supplementary

Section C.2.1.1. We refer to this version as “TARA-TS (metapath2vec)”.

Henceforth, we refer to TARA-TS (graphlets), TARA-TS (node2vec), and TARA-

TS (metapath2vec) as different “TARA-TS versions”. If we just say “TARA-TS”, the

discussion applies to all three versions.

In theory, the heterogeneous information could be captured not just via metapaths

but also via heterogeneous graphlets [70] (versus homogeneous graphlets discussed

thus far). However, in practice, heterogeneous graphlet counting is infeasible for as

large networks as studied in this paper, due to its exponential computational com-

plexity. This is not an issue for homogeneous graphlet counting because methods

such as Orca [79] rely on combinatorics to infer the counts of some (larger) graphlets

from the counts of other (smaller) graphlets, significantly reducing the computational

complexity. However, no publicly available implementation of combinatorial relation-

ships for counting heterogeneous graphlets exists. Similar holds for a method that

directly extracts the feature vector of a node pair [82], versus extracting graphlet fea-

tures of individual nodes and then combining these, as TARA does: no combinatorial

approach for direct node pair graphlets exists. Instead, current heterogeneous and
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node pair graphlet counting require exhaustive graphlet enumeration and are thus

infeasible.

Lastly, we discuss why we do not use feature vectors from PrimAlign, the next

most comparable method to TARA [68] that already integrates within-network topo-

logical and across-network sequence information. This is because PrimAlign’s algo-

rithmic design does not allow for feature vector extraction. As discussed in more

detail in Section “4.2.2 – Description of existing NA methods”, PrimAlign models the

integrated network as a Markov chain, which is then repeatedly transitioned until

convergence. This means that the weights between every node pair are updated at

the same time, based on the weights of every node pair from the previous state of

the chain. So, PrimAlign operates on every node pair at once with respect to their

weights, rather than on individual nodes or node pairs with respect to any kind of

feature vector, meaning that we cannot easily extract such information.

4.2.2.3 TARA-TS’s classification and alignment generation

We must first evaluate whether TARA-TS can correctly predict nodes as func-

tionally (un)related. If not, there would be no point to use it to form an alignment.

To evaluate this, we train and test a classifier as follows.

For a given ground truth-rarity dataset (Section “4.2.2 – Data”), the positive

class consists of functionally related node pairs, and the negative class consists of

functionally unrelated node pairs. Because the latter is much larger, we create a

balanced dataset by undersampling the negative class to match the size of the positive

class, as typically done [157]. Due to randomness in sampling, we create 10 balanced

datasets and repeat the classification process for each, averaging results over them.

For a given balanced dataset, we split it into two sets: y percent of the data

is randomly sampled and put into one set, and the remaining p100 ´ yq percent is

put into the other set. This sampling is done with the constraint that in each of
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the two sets, 50% of the data instances have the positive class and 50% have the

negative class. Again, due to randomness in sampling, we repeat this 10 times to

create 10 data splits of y{p100 ´ yq percent and repeat the classification process for

each, averaging results over them.

For a given y{p100 ´ yq split, we train a logistic regression classifier on the set

containing y percent of the data (the training set). We use this trained classifier to

predict on the remaining p100 ´ yq percent of the data (the testing set), measuring

the accuracy and area under receiver operating characteristic curve (AUROC).

In summary, for a given y, for each balanced dataset, we have 10 accuracy and 10

AUROC scores, corresponding to the 10 data splits; for each measure, we compute

the average over the 10 splits, obtaining a single accuracy and single AUROC. Then,

for a given y, given the single accuracy and single AUROC for each balanced dataset,

i.e., given 10 accuracy and 10 AUROC scores for the 10 balanced datasets, for each

measure, we compute the average over the 10 balanced datasets to obtain a final

accuracy and a final AUROC score for that y. In our evaluation, we vary y from

10 to 90 in increments of 10; each variation is called a “y percent training test”.

This allows us to test how the amount of training data affects the results, which is

important because in many real-world applications, not much data may be available

for training.

Only if the average accuracy and AUROC are high, i.e., if TARA-TS accurately

predicts functionally (un)related nodes to be functionally (un)related, does it make

sense to use TARA-TS to create an alignment for protein functional prediction. If

this is the case, we create an alignment as follows. Given one y{p100´yq split and the

classifier trained on it, we take every node pair from the testing set that is predicted

as functionally related and add it to the alignment. Here, it is important to only

use the testing set for the alignment. This way, because there is no overlap between

node pairs in the testing set and node pairs in the training set, the alignment will
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not contain any node pairs that were trained on. Consequently, this avoids a circular

argument when constructing TARA-TS’s alignment. For simplicity, we do not repeat

this process for all data splits, as we found that the split choice had no major effect

on the classification performance. We only use the “first” one, which in our imple-

mentation corresponds to a starting seed of 0 for Python’s random number generator

when performing sampling. We have a total of 270 alignments, corresponding to all

combinations of the 3 TARA-TS versions, the 9 percent training tests, and the 10

balanced datasets.

4.2.2.4 Using an alignment for protein functional prediction

An ultimate goal of biological NA is across-species protein functional prediction,

so each NA method must be evaluated in this context. We use a (TARA-TS’s or an

existing method’s) alignment in an established protein functional prediction frame-

work [110], as follows. Suppose that we are evaluating an alignment for the ground

truth-rarity dataset atleastk-EXP at the r GO term rarity threshold (e.g., atleast2-

EXP at the 25 GO term rarity threshold). Let us define “relevant GO terms” as all GO

terms in that ground truth-rarity dataset. Then, the framework makes predictions

for each protein u in the alignment that is annotated by at least k relevant GO terms

(i.e., for each protein for which a prediction can actually be made at that ground

truth-rarity dataset). To do so, first, the framework hides u’s true GO term(s).

Then, for each relevant GO term g, the framework determines if the alignment is

significantly “enriched” in g. The hypergeometric test is used for this, in order to

calculate if the number of aligned node pairs in which the aligned proteins share g is

significantly high (see below). If so, then node u is predicted to be annotated by GO

term g. Repeating for all applicable proteins and GO terms results in the final list

of predicted protein-GO term associations. From this prediction list, the framework

calculates the precision (percentage of the predictions that are in a given ground
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truth-rarity dataset) and recall (percentage of the protein-GO term association from

a given ground truth-rarity dataset that are among the predictions).

The hypergeometric test works as follows. If Y is the set of all yeast proteins and

H is the set of all human proteins, then let M “ tpy, hq P Y ˆH | each of y and h is

annotated by at least k relevant GO termsu. Let N “ tpy, hq P M | each of y and h is

annotated by gu. Note that g refers to the same GO term as in the previous paragraph.

If A is the alignment of interest, let O “ tpy, hq P A | each of y and h is annotated by at

least k relevant GO termsu. Finally, let P “ tpy, hq P O | each of y and h is annotated

by gu. Then, the p-value resulting from the hypergeometric test is the probability of

seeing |P | or more successes (i.e., node pairs that share g) if we randomly choose |O|

elements from M given that M contains |N | successes (for example, in Python, this

would correspond to 1 - scipy.stats.hypergeom.cdf(|P | ´ 1, |M |, |O|, |N |))

We ensure that there is no circular argument when predicting an annotation

between a protein u and a GO term g from the alignment of interest, even if this

particular annotation might have been used to construct the training data. Namely,

to predict protein u as being annotated by GO term g, u must have been aligned

to some protein v that also has GO term g, in order for the functional knowledge

g to be transferred from v to u. For this to happen, node pair pu, vq must have

appeared in the testing data (and been predicted as functionally related, thus being

placed into the alignment). This means that pu, vq could not have appeared in the

training data, because the training and testing data do not overlap (Section “4.2.2 –

TARA-TS’s classification and alignment generation”). Even if some other node pair

pu,wq, where both u and w are annotated by g, appears in the training data, which

could happen only if u is annotated by g and w is annotated by g, the prediction from

the alignment of u having g could not have originated from the pair pu,wq that the

alignment was trained on. Instead, this prediction must have originated from node
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pair pu, vq that is not in the training data. This avoids a circular argument when

predicting protein-GO term annotations.

4.2.2.5 Description of existing NA methods

Here, we describe existing NA methods to explain why we ultimately compare

against TARA and PrimAlign out of all existing methods.

We discuss within-network-only and isolated-within-and-across-network methods

first. They have two parts. Initially, similarities are computed for all pairs of nodes

across networks. For within-network-only methods, these are topological similarities

(computed by comparing the nodes’ topological features). For isolated-within-and-

across-network methods, these are a weighted sum of the nodes’ topological and

sequence similarities. Then, an alignment strategy aims to maximize the total simi-

larity over all aligned nodes while also conserving many edges. Two types of align-

ment strategies exist. One type is “seed-and-extend”, which progressively builds an

alignment by adding to it one node pair at a time. WAVE [158], when paired with

graphlet-based topological similarities, is a state-of-the-art method of this type. The

other type is a “search algorithm” that optimizes an objective function over the so-

lution space of possible alignments. We pioneered search algorithm-based NA with

MAGNA and MAGNA++ [143, 164]. The more recent SANA [103] is a state-of-the-

art approach of this type, whose objective function is generally graphlet-based.

Next, we discuss integrated-within-and-across-network NA methods. PrimAlign

[87] is a state-of-the-art method of this type. After linking networks being aligned via

anchors, PrimAlign creates a Markov chain out of the integrated network, converting

the edge weights to transition probabilities (in an unweighted network, the weights are

set to 1 before converting to transition probabilities). The chain is then transitioned

repeatedly until it converges, which redistributes the across-network node pair scores
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using a PageRank-like algorithm. Node pairs across networks that are above some

threshold are outputted as the alignment.

MUNK also links the original networks via anchors, but it uses matrix factoriza-

tion to obtain an alignment [57]. In our preliminary analyses, MUNK’s similarity

scores could not distinguish between functionally related and functionally unrelated

proteins. Furthermore, Nelson et al. [124] found IsoRank [154] to outperform MUNK,

despite the former being an early method and the latter a recent method. IsoRank

was already outperformed by many NA methods that appeared after it, which in turn

were outperformed by WAVE and SANA, which were then outperformed by TARA

and PrimAlign (see below). Thus, because we compare against TARA and PrimAlign

in this study, there is no need to also compare against MUNK.

Unlike TARA++, the previously mentioned methods do not use functional (GO)

information to produce alignments but only to evaluate them. DualAligner [144]

does use such information, but not to determine classification labels (“functionally

related” and “functionally unrelated”) like TARA++ does. Instead, the method aligns

groups of nodes that are all annotated with a given GO term, and then seeds-and-

extends around these groups to match proteins that do not have any GO annotations,

resulting in the final alignment. We do not consider DualAligner in this study, as it

is quite old (from 2014). More recent, state-of-the-art methods have appeared since

[53, 72].

The above methods are unsupervised. Many other such methods exist [72].

TARA and PrimAlign, which we consider in this study, already outperformed the

other methods, including AlignMCL, AlignNemo, CUFID, HubAlign, IsoRankN, L-

GRAAL, MAGNA, MAGNA++, MI-GRAAL, NETAL, NetCoffee, NetworkBLAST,

PINALOG, SANA, SMETANA, and WAVE [158, 103, 87, 68]. In turn, these outper-

formed GHOST, IsoRank, NATALIE, PISwap, and SPINAL [103]. This, plus TARA

and PrimAlign being the most similar and thus fairly comparable to TARA++, is
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why we focus on these two existing methods. Also, some supervised methods (besides

TARA, already discussed) exist, as follows.

IMAP [23] uses supervised learning differently than TARA++. As input, IMAP

requires a starting (unsupervised, topological similarity-based) alignment between

two networks; as such, it still suffers from the topological similarity assumption.

Then, it obtains graphlet features for node pairs. Node pairs from the starting

alignment form the positive class, while the other node pairs are sampled to form the

negative class. Then, IMAP trains a linear regression classifier on these two classes.

After, this data is “re-classified”, but instead of assigning a class, IMAP assigns a score

corresponding to the probability that the two nodes should be aligned. A matching

algorithm (e.g., Hungarian) is applied to these scores to form a new alignment, which

is then fed back to IMAP. This process iterates while alignment quality improves.

We did try to test IMAP. Its code was not available. Our attempts at implementing

IMAP ourselves led to significantly worse results than those reported in the IMAP

paper. So, we could not consider IMAP in our evaluation.

MEgo2Vec [180], also supervised, is a social NA method for matching user pro-

files across different online media platforms. Features of user profiles are obtained

using graph neural networks and natural language processing techniques, and these

are used to train a classifier to predict whether two profiles from different platforms

correspond to the same person. A big part of MEgo2Vec is the various natural lan-

guage processing techniques to match users’ names, affiliations, or research interests,

meaning that it cannot be easily applied to PPI networks.

4.2.3 Results and discussion

4.2.3.1 Comparison of TARA-TS versions

Classification. Here, we study classification performance of the three TARA-TS

versions (graphlets, node2vec, metapath2vec) and TARA, i.e., how correctly they
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predict as functionally (un)related the protein pairs from testing data in a given

y percent training test. We would ideally do this on all nine ground truth-rarity

datasets. However, two of them, atleast3-EXP at the 50 and 25 thresholds, are too

small for TARA-TS and TARA to perform any classification on; data scarcity is a

general challenge that machine learning methods face though, and not specific to just

TARA-TS and TARA. Thus, we have seven viable ground truth-rarity datasets.

Due to space constraints, we discuss the effect of various parameters (k in atleastk-

EXP, GO term rarity threshold, and y percent training test) on the classification

performance of a given TARA-TS version, for each version, in Supplementary Section

C.2.2.1. Instead, here we focus on comparing the three TARA-TS versions and

TARA.

We expect all TARA-TS versions to have higher accuracy and AUROC than

TARA, as they extract topology plus sequence features from the integrated yeast-

human network, unlike TARA, which extracts topology features only within each

individual network. However, we find that this is not always the case (Fig. 4.11(a)

and Supplementary Figs. C.13–C.14): (i) The relative accuracy change of TARA-TS

(graphlets) over TARA ranges from -3% (decrease) to 5% (increase), depending on

the atleastk-EXP ground truth dataset, GO term rarity threshold, and y percent

training test, with an average change of 0%; and its relative AUROC change ranges

from -3% to 5%, with an average change of 1%. (ii) TARA-TS (node2vec) does always

improve over TARA though. Its relative accuracy change over TARA ranges from 6%

to 27%, with an average change of 14%; and its relative AUROC change ranges from

9% to 32% with an average change of 16%. (iii) As for TARA-TS (metapath2vec), we

also see improvement over TARA, though not as large as for TARA-TS (node2vec).

In particular, the relative accuracy change of TARA-TS (metapath2vec) over TARA

ranges from -1% to 14% with an average change of 6%; and its relative AUROC

change ranges from 2% to 15%, with an average change of 7%.
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Figure 4.11. Comparison of the three TARA-TS versions and TARA.
Comparison of the three TARA-TS versions and TARA for GO term rarity
threshold 25 and ground truth dataset atleast1-EXP, in terms of: (a) clas-
sification accuracy, (b) protein functional prediction accuracy, (c) overlap
between aligned yeast-human protein pairs, and (d) overlap between pre-
dicted protein-GO term associations. In panel (b), the alignment for e.g.,
TARA contains 1,716 aligned protein pairs and predicts 3,474 protein-GO
term associations. In panels (c)-(d), the pairwise overlaps are measured via
the Jaccard index. Panel (a) encompasses all y percent training tests. Pan-
els (b)-(d) are for the 90% training test. Comparisons of different metapath
choices for metapath2vec can be found in Supplementary Fig. C.12. Re-
sults for the other ground-truth rarity datasets and percent training tests
are shown in Supplementary Figs. C.13–C.19.

Overall, we find that in terms of classification performance, TARA-TS (node2vec)

performs the best, followed by TARA-TS (metapath2vec), and followed by TARA-

TS (graphlets) and TARA that are tied; all four perform significantly better than at

random (Supplementary Figs. C.13–C.14).

Protein functional prediction. Here, we evaluate the protein functional prediction

accuracy of alignments of the three TARA-TS versions and TARA. Per discussion in

Supplementary Section C.2.2.1, for each of TARA-TS and TARA, different y percent

training tests have only marginal differences in classification accuracy. For this reason,

henceforth, for simplicity, we only consider the 10, 50, and 90 percent training tests;

10 and 90 allow us to test the extremes and 50 allows us to test the middle. Recall
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that classification cannot be performed on two (small) ground truth-rarity datasets,

atleast3-EXP at thresholds 50 and 25, so no alignments exist for them, and thus

protein functional prediction is not possible. So, for each TARA-TS version and

TARA, we have 21 evaluation tests, resulting from combinations of the seven viable

ground truth-rarity datasets and the three selected y values.

First, we analyze each TARA-TS version. The following three trends are expected

in terms of each version’s performance. (i) Precision will likely increase and recall will

likely decrease as the amount of training data goes from 10 to 50 to 90. We expect

precision to increase because a classifier trained on a larger dataset will potentially be

more accurate. Consequently, the testing dataset will be smaller. So, the alignment

produced by a given method version will contain fewer node pairs. This in turn is

expected to yield fewer predictions and thus to decrease recall. (ii) Precision will likely

increase and recall will likely decrease as the requirement for functional relatedness

becomes more stringent, i.e., as the value of k in the atleastk-EXP ground truth

datasets goes up. Namely, increase in precision is expected because at a larger k

value, training is done on more reliable data. Decrease in recall is expected because

at a larger k value, there will be less data overall, and hence less testing data. So,

a similar argument as in point (i) above applies. (iii) Precision will likely increase

and recall will likely decrease as the GO term rarity threshold decreases, i.e., as rarer

GO terms are considered. This is based on the observation that rarer GO terms may

be more meaningful [76, 68], leading to smaller but higher quality data. As such,

higher precision and lower recall are expected for similar reasoning as in points (i)

and (ii) above. We find that all three expected trends hold for all TARA-TS versions

(Supplementary Figs. C.15–C.17).

Second, we compare the performance of the three TARA-TS versions and TARA.

Interestingly, even though TARA-TS (node2vec) has superior classification perfor-

mance (Fig. 4.11(a)), all four methods yield almost equal protein functional pre-
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diction accuracy (Fig. 4.11(b) and Supplementary Figs. C.15–C.17). Further un-

expected is that TARA-TS has similar accuracy to TARA, despite the former using

sequence information that TARA does not. We take a closer look at the alignments

and predictions made by each method to see if the different methods are aligning the

same nodes, or predicting the same protein-GO term associations. So, we investigate

how much their alignments overlap (Fig. 4.11(c)), and how much their predictions

overlap (Fig. 4.11(d)). We find that the different methods are all aligning and

predicting at least somewhat different information from each other. Yet, their pre-

dictions are equally accurate. Furthermore, we find that TARA is more similar to

(i.e., overlaps the most with) TARA-TS (graphlets) than to TARA-TS (node2vec)

and TARA-TS (metapath2vec), which makes sense since the former uses graphlets

to extract feature vectors like TARA, and the latter two do not. Moreover, TARA-

TS (node2vec) and (metapath2vec) are more similar to each other than to the other

methods, which is also expected since they both use a similar random walk-based

feature extraction method.

It is surprising that TARA-TS (graphlets) does not improve upon TARA, i.e., that

the additional sequence information does not improve upon only topological infor-

mation. It is also surprising that TARA-TS (metapath2vec) does not improve upon

TARA-TS (node2vec) – both use a similar random walk-based embedding process,

but metapath2vec additionally accounts for the heterogeneous information in the in-

tegrated network. We discuss potential reasons for these two unexpected findings in

Section “4.2.3 – Discussion”.

Because TARA-TS (node2vec) not only yields the best classification performance,

predicting functional (un)relatedness the best out of all TARA-TS versions, but also

captures the most novel protein functional information compared to TARA (i.e., the

predictions it makes overlap the least to those made by TARA out of all TARA-TS
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versions), we continue only with TARA-TS (node2vec) as the selected TARA-TS

version.

4.2.3.2 TARA-TS versus TARA in the task of protein functional prediction: toward

TARA++

Focusing on TARA-TS (node2vec) as the selected TARA-TS version (i.e., simply

as TARA-TS), we zoom into the comparison between it and TARA. The two methods

have different alignments and make different predictions (Fig. 4.12), so how can

they still have similar protein functional prediction accuracy? To answer this, we

look at the precision and recall of predictions made by both methods, only those

predictions made by TARA-TS but not TARA, and only those predictions made by

TARA but not TARA-TS (Fig. 4.12(b) and Supplementary Fig. C.21). From this,

we highlight two findings. First, graphlets, which use only topological information,

perform as well as network embedding features that use both topological and sequence

information. This is supported by the fact that predictions made only by TARA and

only by TARA-TS produce similar accuracy in almost all evaluation tests. Second,

predictions made by both methods are significantly more accurate than predictions

made by any one method alone. We discuss these findings further in Section “4.2.3 –

Discussion”.

Because the overlap of predictions of TARA-TS and TARA has such high ac-

curacy, we take it as our new TARA++ method, which we consider further. For

simplicity, for each of the seven viable ground truth-rarity datasets, we consider ei-

ther TARA++10, TARA++50, or TARA++90 as a representative percent training

test. That is, we pick seven “TARA++ versus existing methods” evaluation tests

from the 21 total. We choose the percent training tests that represent TARA++’s

best results. Namely, we look for the percent training test with high precision (pre-

dictions are accurate) as well as a large number of predictions (maximize the bio-
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Figure 4.12. Comparison of TARA-TS and TARA in terms of their align-
ment and prediction overlaps. Comparison of the selected TARA-TS version
and TARA for GO term rarity threshold 50, ground truth dataset atleast1-
EXP, and the 90% training test, in terms of overlap between their: (a)
aligned yeast-human protein pairs and (b) predicted protein-GO term asso-
ciations. In panel (b), precision and recall are shown for each of the three
prediction sets captured by the Venn diagram; TARA++’s predictions are
those in the overlap. The overlaps are for one of the 10 balanced datasets;
so, the alignment size and prediction number of a method may differ from
those in Fig. 4.11(b), where the statistics are averaged over all balanced
datasets. Results for the other ground truth-rarity datasets are shown in
Supplementary Figs. C.20–C.21.

logical knowledge uncovered). So, we choose TARA++90 for all ground truth-rarity

datasets except atleast2-EXP at the 50 and 25 rarity thresholds, where we choose

TARA++10. Henceforth, we refer to all of the selected TARA++ versions simply as

TARA++.

4.2.3.3 TARA++ versus existing NA methods in the task of protein functional

prediction

Accuracy. We compare TARA++’s predictions against those of two most fairly

comparable state-of-the-art methods, TARA and PrimAlign. Also, we consider pre-

dictions resulting from using only sequence information, Sequence. Here, we treat

the 55,594 anchor links by themselves as the alignment; as no topological informa-
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tion is used, this is not an NA method. With TARA and Sequence, we can sep-

arately analyze each aspect, i.e., within-network topological information only and

across-network sequence information only, and evaluate how each compares to our

integrative TARA++. (TARA++’s predictions are by definition a subset of TARA’s

predictions, and so we expect TARA++ to have higher precision but lower recall

than TARA.) With PrimAlign, we can evaluate how this integrative but unsuper-

vised method compares to our also integrative but supervised TARA++. Impor-

tantly, TARA and PrimAlign were already shown to outperform many previous NA

methods (Section “4.2.2 – Description of existing NA methods”). So, comparing to

these two methods is sufficient. Also, keep in mind that like with TARA, a theo-

retical recall of 1 is not necessarily possible with TARA++. This is because for a

given training/testing split, TARA++ uses a part (up to 90%) of the ground truth

functional data for training, and so for that split, it is impossible to make predictions

for the training data portion, i.e., to transfer functional knowledge from node u to

node v when the node pair pu, vq is in the training data.

Both precision and recall are important. However, in the biomedical domain, if

one has to choose between the two measures, we believe that precision is favored. As

an illustration, let us compare the following two scenarios: (i) making 30 predictions

of which 27 are correct, i.e., having a small number of mostly correct predictions, and

(ii) making 300 predictions of which 100 are correct, i.e., a large number of mostly

incorrect predictions. The former, having higher precision but lower recall than the

latter, is more viable for potential wet lab validation.

Our key results are as follows (Fig. 4.13 and Supplementary Fig. C.22). In terms

of precision, TARA++ is the best for 6 out of 7 ground truth-rarity datasets. It

is only slightly inferior to PrimAlign for 1 out of 7 datasets (atleast1-EXP for ALL

GO terms), but TARA++ has much higher recall than PrimAlign on this dataset.

Speaking of recall, TARA is expected to always outperform TARA++, and this is
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what we observe. Of the remaining existing methods, TARA++ is the best for 2

out of 7 datasets – atleast1-EXP at the ALL and 50 rarity thresholds – even though

TARA++ makes much fewer predictions than the next best method, Sequence. For

the other datasets, TARA++’s recall is lower than that of PrimAlign and Sequence.

This is expected, since TARA++ makes fewer predictions than the other methods.

Importantly, the difference in recall between TARA++ and every other method is

relatively small, for example only 0.06 lower on average compared to TARA, while

TARA++ is much better in terms of precision than every other method, for example

0.2 greater on average compared to TARA. As discussed above, such a trade-off

between precision and recall is worth it for our task.

Figure 4.13. Comparison of TARA++ and three existing methods in the
task of protein functional prediction. Comparison of TARA++ and three ex-
isting methods in the task of protein functional prediction, for rarity thresh-
olds (a) 50 and (b, c) 25, and for ground truth datasets (a, b) atleast1-EXP
and (c) atleast2-EXP. The alignment size (the number of aligned yeast-
protein pairs) and number of functional predictions (predicted protein-GO
term associations) are shown for each method, except that TARA++ does
not have an alignment per se. i.e., TARA++ comes from the overlap of pre-
dictions made by TARA and TARA-TS; hence the “N/A”s. For TARA++
and TARA, results are averages over all balanced datasets; the standard
deviations are small and thus invisible. Results for the other ground truth-
rarity datasets are shown in Supplementary Fig. C.22.
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We see that the precision of TARA++ is much greater than just the sum of

TARA’s and Sequence’s precisions, suggesting that integrating within-network topo-

logical and across-network sequence information has compounded effects. This fur-

ther highlights the need for such approaches.

In the above analyses, we account for the default number of predictions made

by each method for the given ground truth-rarity dataset. These numbers do not

necessarily match between the different methods. Consequently, TARA++ may have

high precision simply because it makes the fewest number of predictions. Nonetheless,

when we enforce that each method produces the same number of predictions, we

again find that TARA++ is the best of all considered NA methods in a majority of

all evaluation tests, in terms of both precision and recall (Fig. 4.14, Supplementary

Section C.2.2.2, and Supplementary Fig. C.23).

Figure 4.14. Comparison of TARA++ and three existing methods when all
make the same number of predictions. Representative results (for one ground
truth-rarity dataset) comparing TARA++ and three existing methods in the
same way as in Fig. 4.13(a) except that here all methods make the same
number of predictions. The remaining results (for the other ground truth-
rarity datasets) are shown in Supplementary Fig. C.23.
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Combining TARA and TARA-TS into TARA++ results in such high accuracy.

So, we also investigate the overlap between TARA++ and PrimAlign (Fig. 4.15 and

Supplementary Fig. C.24). The number of overlapping predictions is small, suggest-

ing complementarity between TARA++ and PrimAlign. However, TARA++ still has

an advantage when it comes to predicting protein function, as the predictions made

only by TARA++ have higher precision for 6 out of 7 ground truth-rarity datasets

compared to those made only by PrimAlign. Importantly, the overlap between pre-

dictions of TARA++ and PrimAlign has much higher precision than either alone.

This is not totally unexpected for reasons discussed in Section “4.2.3 – Discussion”.

Figure 4.15. Comparison of TARA++ and PrimAlign in terms of their
prediction overlaps. Representative results (for GO term rarity threshold 50
and ground truth dataset atleast1-EXP) comparing TARA++ and PrimA-
lign in the same way as TARA and TARA-TS are compared in Fig. 4.12(b).
The remaining results (for the other ground truth-rarity datasets) are shown
in Supplementary Fig. C.24.

Running time. We analyze the time needed for TARA-TS, TARA, and PrimAlign

to compute an alignment when considering the ALL GO term rarity threshold; this
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threshold is the worst case (slowest) out of all studied thresholds since it has the most

data. As TARA++ comes from the intersection of TARA-TS’s and TARA’s results,

its time is either the maximum or sum of TARA-TS’s and TARA’s, if the two are

run at the same time or one after the other, respectively. We find the following (also,

see Supplementary Table C.2).

As expected, we observe that TARA-TS’s running time decreases as k (in atleastk-

EXP) increases, since there is less data overall, and thus less data to train on. When

comparing TARA-TS and TARA, the former is faster, and this comes from the feature

computation time, as both use the same supervised framework. TARA-TS’s node2vec

computation is expectedly faster than TARA’s graphlet counting even when using

Orca for two reasons. First, the random walks produced by node2vec can be thought

of as sampling the network structure, which is much faster than capturing the full

network structure like graphlets do.

Second, node2vec is parallelized while Orca is not. Parallelization benefits node-

2vec a lot: the same number of random walks is performed for each node (parameter

-r:), so no single node takes much longer than any other. However, for graphlet

counting, nodes with e.g., high degrees are the limiting time factor, and so paral-

lelization would not help as much. Also note that TARA-TS’s (and PrimAlign’s)

running time is missing the step of computing sequence-based anchor links; these an-

chors were precomputed and provided by the PrimAlign study. So, TARA-TS (and

PrimAlign) has an unfair advantage over TARA. Despite this missing step, regardless

of how TARA-TS and TARA are combined to form TARA++, PrimAlign will still

be faster. However, it is about half as precise as TARA++. Even though TARA++

is slower, it is still practically feasible. Thus, the extra time is worth the almost

doubling of precision.

TARA++’s robustness to data noise. Lastly, we investigate TARA++’s ro-

bustness to noise (i.e., random perturbation) in the data, since one cannot expect

152



all real-world data (even the PPI networks we use!) to be perfect. When we in-

crementally introduce noise in the data, ranging from 0% (original data) to 100%

(completely random), we find that TARA++ is fairly robust up to 50% noise (Fig.

4.16 and Supplementary Section C.2.2.3). Beyond 50%, precision and recall drop and

eventually reach 0, as expected.

Figure 4.16. Robustness of TARA++ to data noise. Robustness of
TARA++ protein functional prediction accuracy as data noise increases
from 0% to 100%, for GO term rarity threshold 25 and ground truth dataset
atleast2-EXP.

4.2.3.4 Discussion

Recall the two unexpected findings from Section “4.2.3 – Comparison of TARA-

TS versions”. Namely, first, it is surprising that TARA-TS (graphlets) does not

improve upon TARA, i.e., that the additional sequence information does not im-

prove upon only topological information. A reason may be that the across-network

sequence information complements, rather than enhances, the within-network topol-

ogy information. Some of the predictions made by TARA-TS (graphlets), specifically
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those that overlap with TARA’s, may be due to the within-network topology infor-

mation used by both methods, and the remaining predictions made by TARA-TS

(graphlets) may be due to the across-network sequence information, which is not

used by TARA. Second, it is surprising that TARA-TS (metapath2vec) does not im-

prove upon TARA-TS (node2vec). Both use a similar random walk-based embedding

process, but metapath2vec additionally accounts for the heterogeneous information

in the integrated network. The lack of improvement may be because the additional

information captured by the considered metapaths is not useful in this task, or be-

cause constraining random walks by node type leads to less neighborhood structure

being explored. For example, at some point in a random walk, a human node may

have many human neighbors, but the walk is forced to move to a yeast node due to

the metapath constraints. Then, the neighborhood of that human node will not be

well explored. However, because the number of possible metapaths to test in order

to find the best one(s) is exponential with respect to the length of the path, it is

not feasible to test every possibility, even for short lengths. Thus, an efficient way of

selecting appropriate metapaths for a given network would be necessary to continue

to pursue metapath-based embedding methods for this task. However, to our knowl-

edge no such selection process exists, which is why we do not pursue this problem

beyond the metapaths we have considered.

Also recall the two interesting findings from Section “4.2.3 – TARA-TS versus

TARA in the task of protein functional prediction: toward TARA++”. Namely,

first, graphlets, which use only topological information, perform as well as network

embedding features that use both topological and sequence information. This mo-

tivates the need to develop better graphlet-based methods for integrated networks

as future work. Second, predictions made by both TARA and TARA-TS are signifi-

cantly more accurate than predictions made by any method alone. In a sense, their

overlap is integrating state-of-the-art research across the computational biology and
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social network domains, by combining TARA’s graphlet-based topology-only features

with TARA-TS’s embedding-based topology-and-sequence features. So, the overlap-

ping predictions combine the strengths of both domains, showing promise for future

domain-crossing endeavors.

Finally, recall from Section “4.2.3 – TARA++ versus existing NA methods in

the task of protein functional prediction” that the overlap between predictions of

TARA++ and PrimAlign has much higher precision than either alone. This is not

totally unexpected, as it suggests that predictions made by multiple methods (as

already seen when combining TARA and TARA-TS into TARA++) are the most

reliable; adding PrimAlign further strengthens this observation. Also, this echoes

the promise of ensemble methods in machine learning. As such, further exploration

of integrating different approaches beyond the simple overlapping of their predictions

may be fruitful.

4.2.4 Conclusion

TARA and TARA-TS are among the first biological NA methods that use super-

vised learning, despite the introduction of supervised social NA methods in recent

years. This could be because the study of biological NA began well before the cur-

rent era of “big data” [88, 89], making unsupervised approaches the traditional option.

However, as the amount of biological network data continues to increase, developing

data-driven approaches is an important direction. Especially fruitful for the task of

NA is integrating research knowledge across biological and social network domains,

as we have shown by combining TARA and TARA-TS into TARA++. Namely,

TARA++ outperforms state-of-the-art NA methods in the task of protein functional

prediction, an ultimate goal of NA. Though, it is still important to note that data-

driven approaches are limited when data is scarce. As such, more sophisticated

“ensembling” procedures for integrating protein functional prediction approaches to-
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gether, beyond the simple overlapping of their predictions as we explored with TARA

and TARA-TS (into TARA++), and PrimAlign, could potentially mitigate these lim-

itations and open up new research directions.

As TARA++ is the first data-driven NA method to integrate topological and se-

quence information, it is just a proof-of-concept. This work can be taken further. We

found that graphlet-based features on the isolated networks (on topological informa-

tion alone) perform as well as embedding-based features on the integrated network

(on topological and sequence information combined), even though the latter (using

more data) was expected to be better. Thus, developing a graphlet feature that would

efficiently deal with an integrated network could yield further improvements. This

might include novel algorithms for speeding up counting of heterogeneous graphlets

in large data. Heterogeneous graphlets, or heterogeneous network embedding fea-

tures other than metapath2vec, could better distinguish between different node/edge

types in an integrated network and thus only improve over the features considered

in this study. Also, we focused on NA of static networks. However, research in NA

of dynamic (e.g., aging- or disease progression-related) networks is becoming popular

[165, 162]. So, our framework can be adapted to such novel NA categories.
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CHAPTER 5

MODELING MULTI-SCALE DATA VIA A NETWORK OF NETWORKS

The work in this chapter is discussed in the following paper:

• Shawn Gu, Meng Jiang, Pietro H. Guzzi, and Tijana Milenković (2021),
Modeling multi-scale data via a network of networks, under review. Also,
arXiv:2105.12226 [q-bio.MN]. [71]

5.1 Introduction

Recall that biological NA in the context of protein functional prediction focuses

on the PPI network level. However, the finer-grained protein 3D structural level

is important as well, as such structures have important implications for proteins’

functions. Modeling these structures as PSNs, and taking them together with a PPI

network, a multilevel NoN (Figure 1.5) naturally arises. To answer whether this

data integration is actually worth it, we analyze whether NoN-based entity label

prediction is more accurate than each of single-level node label prediction and graph

label prediction alone.

Specifically, since the entities of interest are represented by level 2 nodes and,

correspondingly, modeled as level 1 networks, entity label prediction can refer to

(i) using only the level 2 network (Fig. 1.5(a)) to predict level 2 nodes’ labels,

corresponding to the task of node label prediction in the level 2 network, (ii) using

only level 1 networks (Fig. 1.5(b)) to predict level 1 networks’ labels, corresponding

to the task of graph label prediction using the level 1 networks, and (iii) using the
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entire NoN to predict entities’ labels. Thus, the primary question we aim to answer

is whether (iii) is more accurate than (i) and (ii).

5.1.1 Our contributions

In tackling this question, we make the following novel contributions: we construct

and provide two new sources of NoN data, we develop novel approaches for NoN label

prediction, and, most importantly, we are the first to test whether using NoN data

in label prediction is more accurate than using only a single level. Next, we discuss

each of these contributions.

Since to our knowledge labeled NoNs are limited, we provide two new sources of

such data. First, we develop an NoN generator that can create a variety of synthetic

NoNs (Section 5.2.3.1). Intuitively, given any set of single-level random graph gener-

ators, such as geometric [133] or scale-free [10], our NoN generator combines random

graphs created from these single-level generators at each level. In this way, we can

label each entity (level 2 node and its level 1 network) based on which combination

of single-level random graph generators it is involved in at the two levels. Our gen-

erator can control a variety of network structural parameters (Section 5.2.3.1), thus

allowing for the mimicking of a variety of real-world systems. Second, we construct

a biological NoN, consisting of a PPI network from BioGRID [156] at the second

level and PSNs for proteins from Protein Data Bank (PDB) [19] at the first level.

Proteins are labeled based on their functions via Gene Ontology (GO) annotation

data [8] (Section 5.2.3.2). For each of the 131 GO terms considered, the goal is to

predict whether or not each protein is annotated by that GO term. While computa-

tional protein functional prediction is relatively well-studied, the problem is still very

relevant, as the accuracy of existing methods for this purpose is typically low. The

continued importance of computational annotation of protein function [60] is a major

motivator of this study. We expect the NoN data resulting from this study to be-
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come a useful resource for future research in both network science and computational

biology, including for the problem of protein function prediction.

We also develop novel approaches for NoN label prediction. In general, label

prediction approaches extract features of the entities and then perform supervised

classification, i.e., prediction of the entities’ labels based on their features. So, for

this study, there are three types of approaches to consider: (i) those that extract

node-level features (i.e., level 2 only), (ii) those that extract network-level features

(i.e., level 1 only), or (iii) those that extract NoN features (i.e., integrated level 1 and

level 2). To our knowledge, approaches of type (iii) do not exist yet, so we create

NoN features in two ways: by combining existing node- and network-level features

and by applying the novel graph neural network (GNN) approach that we propose

for analyzing NoNs.

Then, we aim to evaluate whether approaches of type (iii) outperform those of

types (i) and (ii). If so, this would provide evidence that NoN-based data integration

is useful for label prediction. To determine which approach types are the best, we

evaluate them in terms of accuracy for synthetic NoNs, as class sizes are balanced,

and in terms of the area under the precision recall curve (AUPR), precision, recall,

and F-score for the biological NoN, as class sizes are unbalanced.

For synthetic NoNs, we find that our NoN approaches outperform single-level node

and network ones for those NoNs where the majority of nodes are not densely inter-

connected (i.e., where nodes do not tend to group into densely connected modules).

For NoNs where there are groups of densely interconnected nodes (i.e., where there

is clustering structure), an existing single-level approach performs as well as NoN ap-

proaches. For the biological NoN, we find that our NoN approaches outperform the

single-level ones in a little under half of the GO terms considered. Furthermore, for

30% of the GO terms considered, only our NoN approaches make meaningful predic-

tions, while node- and network-level ones achieve random accuracy. Also, while deep
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learning does not perform the best overall, it seems to be useful for otherwise difficult-

to-predict protein functions. As such, NoN-based data integration is an important

and exciting direction for future research.

5.1.2 Related work

Finally, it is important to discuss a few related topics. Given that we study a

biological NoN, we must point out that existing studies have combined protein struc-

tural data with PPI data [132, 179] for various tasks. However, they generally do

so by incorporating more basic non-network structural properties, such as proteins’

domains and families, with PPI data. On the other hand, our approaches combine

PSN representations of detailed 3D protein structural properties with PPI network

data through the NoN representation. Importantly, PSN-based models of protein

structures have already been shown to outperform non-network-based (i.e., tradi-

tional sequence and “direct” 3D structural) models in tasks such as protein structural

comparison/classification [55, 125] and protein functional prediction [63, 15]. Thus,

we hypothesize that incorporating state-of-the-art, i.e., PSN-based (rather than tra-

ditional sequence or “direct” 3D structural), representations of protein structures with

PPI network data into an NoN will be effective. Regardless, the goal of this study

is to investigate network-based data integration by evaluating whether NoN label

prediction is actually more accurate than each of node- and network-level alone. A

comparison with other, non-network-based data integration schemes is outside the

scope of the current study and the subject of future work.

Some other network models of higher-order data exist as well. These include:

multiplex, multimodal, multilevel, and interdependent networks [141, 119, 25, 97,

40, 134], which are sometimes used interchangeably and sometimes also referred to

as “networks of networks”; hierarchical networks [31]; higher-order networks [172];

hypergraphs [18]; and simplicial complexes [121]. However, these all model different
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types of data compared to NoNs as we define them, so we cannot consider these other

network types in this study.

There are also studies that do model data as NoNs. However, they differ from our

proposed work in terms of data analyzed, application domain, and/or network science

task. With respect to data, besides synthetic NoNs, we analyze a PPI network-PSN

biological NoN. However, these other studies analyze NoNs where the level 2 network

is a disease-disease similarity network and the level 1 networks are disease specific

PPI networks [127], where the level 2 network is a social network and the level 1

networks are individuals’ brain networks [56, 129, 12], or where the level 2 network is

a chemical-chemical interaction network and level 1 networks are molecule networks

[168]. With respect to application domain, while we aim to predict protein function,

these other studies aim to identify disease causing genes [127], answer sociologically

motivated questions like whether similarities between friends mean they have similar

ways of thinking [129], or predict new chemical-chemical interactions [168]. With

respect to network science task, while we aim to predict entities’ labels, these other

studies aim to identify important entities (level 1 nodes) [127], predict links between

entities (level 2 nodes) [168], or embed multiple networks at the same level into a

common low dimensional space, using an NoN as an intermediate step [42]. While

it might be possible to extend some of these existing studies to ours or vice versa,

doing so could require considerable effort, as it would mean developing new methods,

and code is not publicly available for all of the existing methods. All of this makes

any potential extensions hard. As such, we cannot compare against these existing

NoN-like methods.
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5.2 Methods

5.2.1 Network of networks definition

We define an NoN with l levels as follows. Let Gplq “ pV plq, Eplqq be the level

l network with node set V plq and edge set Eplq Ď V plq ˆ V plq. Each “level l node”

v
plq
i P V plq itself corresponds to a “level l ´ 1 network” G

pl´1q

i “ pV
pl´1q

i , E
pl´1q

i q. In

other words, V plq and tG
pl´1q

1 , ..., G
pl´1q

|V plq|
u are different notations that represent the

same underlying concept – the set of entities that are represented by nodes in a level

l network and correspondingly modeled as level l ´ 1 networks. Note that we allow

each level l ´ 1 network to contain no nodes (and thus no edges). That is, Gpl´1q

i can

be an order-zero graph, signifying that vplq
i has no corresponding level l ´ 1 network.

We assume that nodes from different level l´1 networks do not overlap – for example,

amino acids (nodes) from different PSNs do not represent the same physical entities,

even if the types of the amino acids are the same. That is, V pl´1q

1 X ... X V
pl´1q

|V plq|
“ H.

Each level l ´ 1 node v
pl´1q

ij
P V

pl´1q

i in each level l ´ 1 network G
pl´1q

i P V plq itself

corresponds to a level l´2 network G
pl´2q

ij
“ pV

pl´2q

ij
, E

pl´2q

ij
q. This recursion continues

until level 1. We illustrate a two-level NoN in Fig. 1.5.

5.2.2 Problem statement

Given an NoN tGp2q “ pV p2q, Ep2qq and tG
p1q

1 , ..., G
p1q

|V p2q|
uu, its label set Y “

y1, ..., yc, and a function that maps entities (i.e., level 2 nodes and thus their cor-

responding level 1 networks) to their labels ftrue : V p2q Ñ Y , the goal is to learn a

predictive function fpred : V
p2q Ñ Y through supervised classification.

In this study, this predictive function can be learned in three ways: for each level

2 node v
p2q

i , using features based only on Gp2q, i.e., node-level features; for each level

2 node’s corresponding level 1 network G
p1q

i , using features based only on G
p1q

i , i.e.,

network-level features; and for each entity, using features based on both levels, i.e.,
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NoN features. We aim to show that the predictive performance of fpred when trained

on NoN features is higher than those when using node-level and network-level features

alone, thereby indicating that NoN-based entity label prediction is more accurate

than each of node label prediction and graph label prediction alone. A more formal

description of the evaluation, including the training, validation, and testing split; the

loss function; and the performance measures, can be found in Section 5.2.5.

5.2.3 Data

5.2.3.1 Our synthetic NoN generator

We develop a generator that can create synthetic NoNs with a variety of param-

eters and multiple levels. In this study, we focus on two levels. While analyzing

NoNs of three or more levels would be interesting, doing so would be difficult in the

context of this study, especially since available real-world NoN data of so many levels

is scarce. Namely, our main goal is to test whether NoN-based integration is worth

it. With two levels, there exist very clearly defined and fairly comparable tasks: NoN

vs. node-level vs. graph-level label prediction. With more levels, this is no longer the

case. So, we leave such investigation of NoNs with more than two levels for future

work.

We want our generator to create a two-level NoN with labeled entities (i.e., level 2

nodes, and equivalently, level 1 networks) such that only an approach using informa-

tion from both levels should be able to attain high entity label prediction accuracy.

To accomplish this, it is first useful to understand single-level random graph models

and how they generate random graphs with various properties. In particular, we

consider the geometric (GEO) [133] and scale-free (SF) [10] models. An instance of

GEO (i.e., a random geometric network) is created by placing nodes randomly in

Euclidean space and adding an edge between those that are spatially close to each

other, resulting in a network with Poisson-like degree distribution and high clustering
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coefficient. An instance of SF (i.e., a random scale-free network) is created using the

concept of preferential attachment to join nodes – as the network is grown, nodes

with high degree are more likely to gain edges (i.e., neighbors) compared to nodes

with low degree, resulting in a network with a power-law degree distribution and low

clustering coefficient. So, due to the different construction schemes, GEO and SF

networks are topologically distinct. As such, node label prediction approaches can

easily distinguish between nodes whose network neighborhoods are GEO-like and

nodes whose network neighborhoods are SF-like; we can label nodes of the former as

“GEO” and nodes of the latter as “SF”. Similarly, graph label prediction approaches

can easily distinguish between instances of GEO and instances of SF; we can label

networks of the former as “GEO” and networks of the latter as “SF”.

So, to generate an NoN, we combine GEO and SF at the two levels. In particular,

let pm1,m2q denote an NoN where the level 2 network is generated using random

graph model m2 and each level 2 node’s level 1 network is generated using random

graph model m1. Given such an NoN, we label its entities (level 2 nodes and cor-

responding level 1 networks) based on the pm1,m2q combination, just as we label

single-level nodes/networks based on which of GEO or SF they are generated with.

Now suppose we generate NoNs for each pm1,m2q P tpGEO,GEOq, pGEO,SF q,

pSF,GEOq, pSF, SF qu, i.e., all four possible combinations of GEO and SF at the two

levels. An entity label prediction approach would have to incorporate information

from both levels in order to accurately predict each of the four labels: if an approach

only used level 1 information, it would fail to distinguish between pGEO,GEOq and

pGEO,SF q since both are of type GEO at level 1, and it would fail to distinguish

between pSF,GEOq and pSF, SF q since both are of type SF at level 1; level 2 in-

formation would be needed. Similarly, if an approach only used level 2 information,

it would fail to distinguish between pGEO,GEOq and pSF,GEOq since both are

of type GEO at level 2, and it would fail to distinguish between pGEO,SF q and
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pSF, SF q since both are of type SF at level 2; level 1 information would be needed.

These four combinations of GEO and SF are helpful initial constructions for ulti-

mately generating an NoN that requires information from both levels to accurately

make predictions for.

In this previous example, each of pGEO,GEOq, pGEO,SF q, pSF,GEOq, and

pSF, SF q is its own “isolated NoN”, disconnected from others. So, to more accurately

model a real-world system, our generator joins each isolated NoN at the second level

to form a connected NoN with multiple regions; this joining process is described

below. We refer to the set of level 2 nodes that originated from an isolated NoN as a

“level 2 node group”. We generate these isolated NoNs, each with a fixed number of

level 1 and level 2 nodes and edges, such that when combined into a single connected

NoN, the resulting NoN’s level 2 network has 15,000 nodes and 300,000 edges to

approximate the size of the human PPI network, and so that each level 1 network

has 200 nodes and 800 edges to approximate the average size of the PSNs. The

entities (level 2 nodes and corresponding level 1 networks) of the resulting NoN have

four labels, with an equal number of entities having each label, so balanced multiclass

classification is performed. We visualize a toy NoN in Fig. 5.1.

Our generator joins isolated NoNs by randomly removing edges within level 2

node groups and randomly adding the same number of edges across level 2 nodes

groups (across-edge amount). That is, we repeat the following process a%ˆ 300,000

times: (i) randomly select a level 2 node group, (ii) randomly select an edge in that

node group, (iii) delete that edge, (iv) randomly select two level 2 nodes from different

node groups, and (v) add an edge between the selected nodes. We start with a “ 5

to retain most of the level 2 node groups’ originally generated GEO- and SF-like

network topologies, and we systematically vary a to be 25, 50, 75, and 95 to test the

effect of breaking the network topologies down. This also means that at a “ 5 there
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Figure 5.1. A toy synthetic NoN generated from two random graph mod-
els. Large dotted circles represent level 2 node groups (originating from
isolated NoNs) whose level 2 nodes are connected in a random geometric-
(GEO) or scale-free-like (SF) fashion. Small solid circles represent level
2 nodes whose level 1 networks are of the random graph type indicated.
Level 1 nodes and edges are not shown. Level 2 nodes are colored based on
their label, i.e., their combination of level 1 and level 2 network topology
(tpGEO,GEOq, pGEO,SF q, pSF,GEOq, and pSF, SF q}).

is significant clustering (each level 2 node group consists of densely interconnected

nodes), while at a “ 95 there is very little clustering.

We also introduce random rewiring to test each approach’s robustness to data

noise (rewire-noise amount). Specifically, for r% rewire-noise, for each level 1 network

and each level 2 node group, we randomly remove r% of the total edges and randomly

add the same number of edges back. We vary r to be 0 (no noise), 10, 25, 50, 75, and

100 (completely random). Combining the a and r parameters, we generate a total of

5 ˆ 6 “ 30 synthetic NoNs. For a formal description of the NoN generation process

and the parameters we vary, see Supplementary Section D.1.1.1.

In this study, we report results for two-model NoNs, i.e., for tGEO,SF u. Note

that we also analyzed three-model NoNs, adding the Erdős-Rényi (ER) model [49],

i.e., for tGEO,SF,ERu. Because results are qualitatively and quantitatively similar,

we do not discuss this analysis in the paper due to space constraints.
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5.2.3.2 Biological NoN

We also investigate whether integration is useful in the applied task of protein

functional prediction. We construct a biological NoN using the human PPI network

and the proteins’ associated PSNs (see also Supplementary Section D.1.1.2). We

construct a PPI network using human PPI data from BioGrid [156] version 4.1.190;

this PPI network has 18,708 nodes and 434,527 edges. Then, we map each protein ID

to its corresponding PDB chain, resulting in 4,776 PDB chains. Finally, we construct

PSNs from these chains using an established process: nodes represent amino acids

and edges join two amino acids if the distance between any of their heavy atoms

(carbon, nitrogen, oxygen, or sulfur) is within 6 Å [55]. The obtained biological NoN

has 18,708 proteins at level 2, of which 4,776 have PSNs at level 1.

To obtain label information, we rely on protein-GO term annotation data (ac-

cessed in October 2020) [8]. Of all protein-GO term annotations, we focus on biolog-

ical process (BP) GO terms in which the annotations were experimentally inferred

(EXP, IDA, IPI, IMP, IGI, IEP). From those, we keep only GO terms annotating

the 4,776 proteins that have PSNs, which results in 131 unique GO terms, i.e., clas-

sification labels. For each label g, proteins annotated by g constitute positive data

instances. While we could consider negative data instances to be all proteins not

annotated by g, this could add bias for proteins that are not annotated by g but are

by GO terms related to g and would also create an extreme positive/negative imbal-

ance. Instead, we define negative data instances to be proteins that are not currently

annotated by any BP GO term, reducing the bias and resulting in more balanced

classes. Ultimately, each label has between 20 and 277 positive data instances and 61

negative data instances; as there are 131 labels total, we perform binary classification

131 times (Section 5.2.5). Note that not all proteins have labels. Regardless, when

extracting information from the level 2 network, we consider all 18,708 nodes and
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434,527 edges. However, for each label, we only perform classification on the positive

and negative data instances.

5.2.4 Approaches for label prediction

We consider graph theoretic approaches that are based on graphlets [112], and

graph learning approaches, namely, SIGN [138] and DiffPool [176].

Graphlets are small subgraphs (a path, triangle, square, etc.) that can be consid-

ered the building blocks of networks, and they can be used to extract features of both

nodes and networks (Supplementary Section D.1.2). The graphlet-based feature of a

node in a general network is called its graphlet degree vector (GDV), and GDVs of all

nodes in a network can be collected into the network’s GDV matrix (GDVM) feature.

One drawback of GDVM is that its dimensions depend on the size of the network –

if performing graph classification of different sized networks using GDVM features,

issues can arise. Thus, we also consider a transformation of GDVM, the graphlet

correlation matrix (GCM) [173], which always has the same dimensions regardless of

network size.

Given these definitions of graphlet features for nodes in a general network or for

the entire general network itself, we now explain which features we use for nodes in

a level 2 network and which features we use for level 1 networks. For the former,

we extract each level 2 node’s GDV (L2 GDV). For the latter, we extract each level

1 network’s GDVM and GCM (L1 GDVM and L1 GCM). We use L1 GDVM when

analyzing synthetic NoNs since we found that it outperformed L1 GCM. For the

biological NoN, L1 GCM is the only viable feature since level 1 networks (PSNs)

have different numbers of nodes (amino acids).

Then, to obtain NoN graphlet features, we concatenate level 2 nodes’ L2 GDVs

with their networks’ L1 GDVMs or L1 GCMs. This results in five graphlet-based

features: those for level 1 networks (L1 GDVM and L1 GCM) that are used for
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graph label prediction, those for nodes in a level 2 network (L2 GDV) that are used

for node label prediction, and those for the entire NoN (L1 GDVM + L2 GDV and

L1 GCM + L2 GDV) that are used for entity label prediction. As graphlet-based

feature extraction is an unsupervised task, in order to perform classification, for each

graphlet-based feature, we train a logistic regression classifier (Supplementary Section

D.1.4). So for example, when we say L2 GDV, we mean the L2 GDV feature under

logistic regression.

SIGN aims to perform node classification (Supplementary Section D.1.4). It first

computes adjacency matrix-based features and then uses them in a neural network

classifier. Mathematically, SIGN can be thought of as an ensemble of shallow graph

convolutional network (GCN) classifiers, which is why it is a graph learning approach.

In this study, when we say L2 SIGN, we mean its adjacency matrix-based features

paired with its own classifier for node classification using only a level 2 network.

DiffPool aims to perform graph classification (Supplementary Section D.1.2). For

each input network, DiffPool’s GNN summarizes nodes’ initial features into a hidden

feature for the entire network. Then, given hidden features corresponding to the

input networks, the GNN is trained on these hidden features to perform graph classi-

fication. When we say L1 DiffPool, we mean its GNN with the initial features chosen

(Supplementary Section D.1.4), for graph classification using only level 1 networks.

As SIGN and DiffPool are single-level graph learning approaches, we also combine

them into an NoN graph learning approach. Given each level 2 node’s SIGN feature,

we concatenate it with the level 2 node’s corresponding level 1 network’s hidden

feature computed by DiffPool’s GNN. The GNN is then trained on these concatenated

features to perform classification (any general purpose feature can be incorporated

into DiffPool like this). When we say L1 DiffPool + L2 SIGN, we mean entity

label prediction using the process described above, incorporating SIGN’s feature into
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TABLE 5.1

EXISTING APPROACHES THAT WE CONSIDER AND THEIR

GENERALIZED NON COUNTERPARTS

Single-level approaches NoN approaches

Node-level Network-level

L2 GDV L1 GDVM L1 GDVM + L2 GDV

L1 GCM L1 GCM + L2 GDV

L2 SIGN L1 DiffPool L1 DiffPool + L2 SIGN

Combined all (L1 GDVM)

Combined all (L1 GCM)

“Combined all (L1 GDVM)” refers to L1 GDVM + L2 GDV + L1 DiffPool + L2 SIGN;
“Combined all (L1 GCM)” is similarly named.

DiffPool’s GNN. So, we use three graph learning-based approaches: L1 DiffPool, L2

SIGN, and L1 DiffPo ol + L2 SIGN.

We also combine L1 GDVM + L2 GDV or L1 GCM + L2 GDV with L1 DiffPool

+ L2 SIGN to test whether integrating information across the graph theoretic and

graph learning domains improves upon either alone. Graphlet-based features can be

incorporated into DiffPool using the process described previously.

In summary, thus far, we have described five single-level approaches and five NoN

approaches that we use (Table 5.1).

Next, we describe our integrative GCN-based approach. We focus on GCNs for

two reasons: (i) recent work has suggested that other GNN architectures do not offer

very much benefit over GCNs [148, 170, 138], making such methods more complex for
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little gain and (ii) the extension of GCNs to NoNs is intuitive. Note that GCNs (and

thus our extension of GCNs to NoNs) are often considered to be performing semi-

supervised learning [90], as they make use of the entire network structure, including

unlabeled nodes, to infer network features of nodes. But because we make predictions

only for labeled nodes (rather than for both labeled and unlabeled nodes), and for

simplicity, we continue to refer to our considered task of entity label prediction as

supervised in this study.

The basic unit of a GCN is a graph convolutional layer. Graph convolution layers

allow each node to see information about its neighbors. So, we generalize graph

convolution layers to NoNs so that each node receives information not only from its

neighbors (in the same level), but also from its corresponding network at a lower level

or from the network it is a part of at a higher level. This would be in line with intuition

that, for example, the feature of a protein should contain information about how it

interacts with other proteins (i.e., its topology in the level 2 network) and structural

properties of the protein itself that allow for such interactions (topology of level 1

nodes in its level 1 network). Then, we can stack multiple NoN graph convolutional

layers (with intermediate layers in between) to form an NoN-GCN (Supplementary

Section D.1.3). We refer to an NoN-GCN approach using λ layers as “GCN-λ”.

5.2.5 Evaluation

For a given NoN tGp2q “ pV p2q, Ep2qq and tG
p1q

1 , ..., G
p1q

|V p2q|
uu, its label set Y “

y1, ..., yc, and a function that maps level 2 nodes (and thus their corresponding level

1 networks) to their labels ftrue : V p2q Ñ Y , the goal is to learn a predictive function

fpred : V p2q Ñ Y . We do this by first splitting the data into three disjoint sets:

training (V p2q

tr ), validation (V p2q

val ), and testing (V p2q

te ). Then, we train a classifier on

the training set that aims to minimize the cross-entropy loss between ftruepV
p2q

tr q and

fpredpV
p2q

tr q. We use V p2q

val to optimize hyperparameters and finally report the classifier’s
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performance on V
p2q

te , an independent set never seen in the training process and not

used for determining hyperparameters. As typically done, we form these disjoint

sets using stratified sampling, repeating multiple times and averaging the results to

reduce bias from the randomness of the sampling. For details on hyperparameter

optimization and sampling, see Supplementary Section D.1.4.

Regarding how we measure classification performance of an approach, for syn-

thetic NoNs, we report classification accuracy (Supplementary Section D.1.4) since

class sizes are balanced. For the real-world NoNs, we report area under precision-

recall (AUPR), precision@k, recall@k, and F-score@k (Supplementary Section D.1.4),

since class sizes are not balanced. As commonly done, we also perform statistical tests

to see whether each approach’s performance is significantly better than random, i.e.,

is “significant” (Supplementary Section D.1.4).

5.3 Results and discussion

5.3.1 Accuracy on synthetic networks of networks

We expect NoN approaches to outperform single-level ones. We find that at least

one NoN approach (L1 GDVM + L2 GDV, L1 DiffPool + L2 SIGN, L1 GDVM + L2

GDV + L1 DiffPool + L2 SIGN, GCN-2, or GCN-3) outperforms or ties (is within

1% of) all single-level approaches (L1 GDVM, L2 GDV, L1 DiffPool, and L2 SIGN)

for 30 out of the 30 synthetic NoNs (Fig. 5.2 and Supplementary Figs. D.2-D.6).

Specifically, at least one NoN approach outperforms all single-level approaches for 9

out of the 30 NoNs, and at least one NoN approach is tied with L2 SIGN for 21 out

of the 30 NoNs. L2 SIGN is the only single-level approach that ties NoN approaches.

However, before we discuss why L2 SIGN performs as well as NoN approaches, we

need to understand the effects of both across-edge amount and rewire-noise amount.
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Recall that when we increase across-edge amount, level 2 node groups’ original

GEO- and SF-like network topologies are increasingly broken down and eventually

become entirely random. When across-edge amount is high, most edges will exist

across level 2 node groups, not within (and there will be very little, if any, clustering

structure in the level 2 network). Thus, approaches using only level 2 information

(L2 GDV and L2 SIGN) will be making predictions on random data, and approaches

that combine level 1 and level 2 information (all NoN approaches) will be making

predictions on partially random data (level 1 networks are unaffected by across-

edge amount). So, for the former approaches, we expect that as across-edge amount

increases, prediction accuracy will drop to 0.25 (since there are four labels and class

sizes are balanced, random performance is 1
4
). For the latter approaches, we expect

that prediction accuracy will drop to 0.5, for the following reason. The only signal

NoN approaches can pick up when across-edge amount is high is from level 1 networks,

essentially turning NoN approaches into a single-level approaches (level 1 only). And,

the maximum expected accuracy of any single level approach is # of models
# of labels , or 0.5

(Supplementary Section D.2.1). Indeed, we observe these drops in accuracy for all

approaches (Fig. 5.2(c, d) and Supplementary Figs. D.2-D.6).

Recall that we increase rewire-noise amount to investigate approaches’ robustness

to increasing data noise. When rewire-noise amount is high, both the level 2 node

groups’ and level 1 networks’ original GEO- and SF-like network topologies will now

be random (note, however, that clustering structure will not be affected since rewire-

noise occurs within node groups, not across). So, all types of approaches will be

making predictions on random data. As such, we expect that as rewire-noise amount

increases, prediction accuracy will decrease. We observe these drops in accuracy for

all approaches except L2 SIGN (Fig. 5.2(b, d) and Supplementary Figs. D.2-D.6),

which we discuss below.
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To summarize, high across-edge amount leads to a random level 2 network with

very little clustering structure, and high rewire-noise amount leads to a random level

2 network with clustering structure (in addition to random level 1 networks). Since

L2 SIGN performs poorly for the former (Fig. 5.2(c, d)) but well for the latter

(Fig. 5.2(b)), despite the level 2 networks having random network topology in both

situations, we hypothesize that L2 SIGN is able to capture the clustering structure

in the level 2 network, i.e., it is able to detect the existence of densely interconnected

level 2 node groups. So, L2 SIGN is able to perform as well as NoN approaches for

21 out of the 30 NoNs simply because there exists clustering structure in the level

2 networks of those 21 NoNs. L2 SIGN’s ability to capture clustering structure is

also likely why at low across-edge amounts, regardless of rewire-noise amount, NoN

approaches incorporating L2 SIGN perform as well as they do. This also suggests

that when one expects clustering structure in the data, incorporating SIGN could

help.

Above, we analyze single-level approaches versus NoN approaches as well as trends

regarding across-edge amount and rewire-noise amount. However, recall that the

approaches we consider come from either the graph theoretic or graph learning do-

main. So, we also compare the two domains. For simplicity, we focus on the NoN

approaches, i.e., L1 GDVM + L2 GDV from the graph theoretic domain and L1

DiffPool + L2 SIGN from the graph learning domain, as we already know that they

outperform or tie single-level approaches. We find that L1 DiffPool + L2 SIGN out-

performs L1 GDVM + L2 GDV for 20 out of the 30 NoNs, is tied for 9 out of the

30 NoNs, and is worse for 1 out of the 30 NoNs. However, as discussed above, for

NoNs where across-edge amount is low and rewire-noise amount is high, L1 DiffPool

+ L2 SIGN’s performance likely comes from L2 SIGN. We also investigate whether

combining research knowledge from the graph theoretic and graph learning domains

improves upon each domain individually. This does not appear to be the case on the
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(a) (b)

(c) (d)

Figure 5.2: Comparison of the nine considered approaches in the task of label pre-
diction for synthetic NoNs with the following parameters: (a) 5% across-edge and
0% rewire-noise amount, (b) 5% across-edge and 75% rewire-noise amount, (c) 95%
across-edge and 0% rewire-noise amount, and (d) 95% across-edge and 75% rewire-
noise amount. “Combined all” refers to L1 GDVM + L2 GDV + L1 DiffPool + L2
SIGN. Accuracy is shown above the bars. Standard deviations are indicated at the
top of each bar; some have very small values and are thus not visible. We expect an
approach that only uses a single level and does not capture clustering information
to have around # of models

# of labels , or 0.5, accuracy when both across-edge and rewire-noise
amount are low (Supplementary Section D.2.1). Results for other parameter combi-
nations are shown in Supplementary Figs. D.2-D.6.
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synthetic data, as L1 DiffPool + L2 SIGN is as good as L1 GDVM + L2 GDV + L1

DiffPool + L2 SIGN for 29 out of the 30 NoNs and is worse for only one NoN (Fig.

5.2 and Supplementary Figs. D.2-D.6).

Finally, recall that our extensions of existing node/graph label prediction ap-

proaches to their NoN counterparts (L1 GDVM + L2 GDV, L1 DiffPool + L2 SIGN,

L1 GDVM + L2 GDV + L1 DiffPool + L2 SIGN) are concatenation-based, which

is why we developed integrative NoN-GCN approaches (GCN-2 and GCN-3) as well.

Regarding the NoN-GCN approaches themselves, we expect that GCN-3 will out-

perform GCN-2, as the former is a deeper model. However, this is not the case, as

GCN-3 only outperforms GCN-2 for 2 out of the 30 NoNs, ties for 21 out of the 30,

and is worse for 7 out of the 30 (Fig. 5.2 and Supplementary Figs. D.2-D.6). This,

combined with the fact that GCN-3 takes more time than GCN-2 (Section 5.3.3), is

why we did not consider GCN-3 for the biological NoN. Still, we expect that the inte-

grative NoN-GCN approaches will outperform the concatenation-based ones. We find

that while the NoN-GCN approaches do perform well for low across-edge amounts

and low rewire-noise amounts, they are not as robust to changes in those parameters

compared to the concatenation-based ones. Specifically, NoN-GCN approaches per-

form as well as concatenation-based ones for 7 out of the 30 NoNs and are worse for

23 out of the 30 NoNs (Fig. 5.2 and Supplementary Figs. D.2-D.6). These findings

suggest that deep learning might not offer an advantage on this kind of synthetic

data, or that more complex models are needed.

5.3.2 Accuracy on the biological network of networks

Again, we expect NoN approaches to improve upon single-level ones. Since we

consider 131 GO terms and parsing raw results for every single one would be difficult,

we instead present summarized results over the 131. Specifically, given the eight

considered approaches (L1 GCM, L2 GDV, L1 GCM + L2 GDV, L1 DiffPool, L2
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SIGN, L1 DiffPool + L2 SIGN, L1 GCM + L2 GDV + L1 DiffPool + L2 SIGN, and

GCN-2), for each of AUPR, precision, recall, and F-score, for each GO term, we do

the following. We rank each of the eight approaches that is significant (Section 5.2.5)

from 1st best (rank 1) to 8th best (rank 8), considering any approaches within 1% of

each other to be tied. Then, for each approach, we count how many times (i.e., for

how many GO terms) it has rank 1, 2, etc. We find that NoN approaches have rank

1 for 49 out of the 131 GO terms with respect to AUPR, 37 out of 131 for precision,

35 out of 131 for recall, 33 out of 131 for F-score, and 69 out of 131 for at least one of

the four evaluation measures (Fig. 5.3 and Supplementary Fig. D.7). We examine in

more detail why NoN approaches work better than single-level approaches for some

but not all GO terms, as follows.

Figure 5.3. Summarized results of the eight considered approaches (as GCN-3
is not used for the biological NoN) in the task of protein functional prediction
in terms of AUPR. For each GO term (out of the 131 total), we rank the
eight approaches’ from best (rank 1) to worst (rank 8). Then, we calculate
the proportion of GO terms each approach achieves each rank. “Combined
all” refers to L1 GDVM + L2 GDV + L1 DiffPool + L2 SIGN. Results for
other evaluation measures are shown in Supplementary Fig. D.7
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First, we investigate whether the GO terms for which NoN approaches have rank

1 are different than the GO terms for which L2 SIGN, the best approach overall, has

rank 1. If not, then NoN approaches would be redundant to L2 SIGN. To do so, for

each NoN approach, we measure the overlap between the set of GO terms for which

the given NoN approach has rank 1 and the set of GO terms for which L2 SIGN has

rank 1. We find that NoN approaches have rank 1 for mostly different GO terms

compared to L2 SIGN, with a maximum overlap of around 6% (Supplementary Fig.

D.8). This suggests that NoN approaches are not redundant to L2 SIGN.

So, it makes sense to continue analyzing NoN approaches in comparison to single-

level approaches. To better understand for which kinds of GO terms NoN approaches

have rank 1 versus for which kinds of GO terms single-level approaches have rank 1,

we do the following. For each evaluation measure, we split the 131 GO terms into six

groups based on how single-level approaches perform in relation to NoN approaches,

with “S” referring to single-level approaches and “C” referring to combined-level (i.e.,

NoN) approaches, as outlined in Table 5.2. As an example, for AUPR, “S < C”

indicates that the performance of single-level approaches (“S”) is worse than (“<”) the

performance of NoN approaches (“C”). In other words, the group “S < C” contains all

GO terms for which at least one NoN approach has rank 1 (multiple NoN approaches

can be tied with each other for rank 1), and all single-level approaches have rank 2

or worse, with respect to AUPR. Note that for a GO term in the above scenario,

if no single-level approaches are significant, that GO term would be in the “C only”

group instead, corresponding to those GO terms for which only NoN approaches are

significant.

Given these groups, we investigate whether there are any GO terms where NoN

approaches are necessary if one wants to make accurate predictions. We do so by

looking at the number of GO terms for which at least one NoN approach has rank

1 and all single-level approaches are strictly worse, i.e., not tied for rank 1. This
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TABLE 5.2

DESCRIPTION OF THE SIX GO TERM GROUPS BASED ON HOW

SINGLE-LEVEL (S) AND COMBINED-LEVEL (C), I.E., NON,

APPROACHES PERFORM

S only At least one “S” approach is significant;
no “C” approaches are significant.

S ą C At least one “S” approach is significant and has rank 1;
at least one “C” approach is significant but none have
rank 1.

S = C At least one “S” approach is significant and has rank 1;
at least one “C” approach is significant and has rank 1.

S ă C At least one “S” approach is significant but none have
rank 1;
at least one “C” approach is significant and has rank 1.

C only No “S” approaches are significant;
at least one “C” approach is significant.

No sig. No approaches are significant.

“S < C” and “C only” are where NoN approaches are the best.

corresponds to the number of GO terms in the groups “S ă C” and “C only”. We

find that NoN approaches have rank 1 and are untied with any single-level approach

for around 20%-30% of all GO terms, depending on evaluation measure (Table 5.3).

Taking the union over all evaluation measures, we find that there are 33 (25% of)

GO terms in “S ă C” and 38 (29% of) in “C only”, i.e., a total of 60 (46% of) GO

term across the two groups. That is to say, there are 33 GO terms where NoN

approaches outperform single-level approaches (but single-level approaches are still

significant) for at least one evaluation measure and, importantly, 38 GO terms where
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TABLE 5.3

NUMBER OF GO TERMS IN EACH OF THE SIX GROUPS FOR

AUPR, PRECISION, RECALL, AND F-SCORE

Number of GO terms in each group for
AUPR Precision Recall F-score Union

S only 12 9% 20 15% 33 25% 31 24% 46
S ą C 63 48% 45 35% 22 17% 30 23% 75
S = C 8 6% 8 6% 6 5% 4 3% 18
S ă C 27 21% 8 6% 8 6% 9 7% 33
C only 14 11% 21 16% 21 16% 20 15% 38
No sig. 7 5% 29 22% 41 31% 37 28% 43

For example, for AUPR, there are 14 GO terms in the group “C only”. We also report
the union of GO terms in a given group over all measures (Union). For example, there are
38 GO terms in the union of “C only” over all evaluation measures. “S < C” and “C only”
are where NoN approaches are the best. The IDs and names of GO terms in each group for
each measure can be found in Supplementary Files D.1-D.4.

only NoN approaches are able to perform significantly better than random for at

least one evaluation measure. In other words, for those 38 GO terms, only NoN

approaches make meaningful protein functional predictions, while single-level ones

achieve random accuracy. Taking the groups together, we find that there are 60

GO terms where NoN approaches have rank 1 and single-level approaches are strictly

worse for at least one evaluation measure. These results suggest that NoN approaches

are necessary, especially if one wants to make predictions for certain GO terms.

Since we now know that NoN approaches are important, we investigate which

of them are the best. Here, we comment on results for AUPR (Supplementary Fig.

D.9(a)), only noting that results are qualitatively similar for other measures (Sup-

plementary Fig. D.9-D.13). For “S ă C”, L1 GCM + L2 GDV + L1 DiffPool +
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L2 SIGN, i.e., the combination of graph theoretic and graph learning approaches, is

the best overall NoN approach. It has rank 1 for 19 GO terms, while all other NoN

approaches have rank 1 for fewer than 19 GO terms (Supplementary Fig. D.9(a)).

This suggests that integrating knowledge across domains is somewhat useful. For “C

only”, GCN-2 has rank 1 for 9 GO terms, while all other NoN approaches have rank

1 for fewer than 9 GO terms (Supplementary Fig. D.9(b)). In fact, for 7 out of the 9

GO terms, GCN-2 is the only approach that is significant (Supplementary Fig. D.10).

This suggests that deep learning could be useful for otherwise difficult-to-predict GO

terms.

Finally, note that we did analyze the properties of GO terms in each of the six

GO term groups, in order to see whether different GO term groups contain different

kinds of GO terms. Specifically, for each group, we computed the distribution of the

depths of the GO terms in the GO tree and the distribution of class sizes (number of

proteins annotated by each GO term, which ranges from 20 to 277), and compared

groups’ distributions to each other. We found that “S < C” and “C only” contain GO

terms whose classes sizes are among the smallest, suggesting that NoN approaches

may have some potential to make predictions for GO terms with limited training

data. And while one might expect that GO terms with small class sizes correspond

to those that are deep in the GO tree, we find that there is no significant difference

between the six GO term groups with respect to GO term tree depth.

5.3.3 Running time analysis

Lastly, we analyze approaches’ running times for the synthetic NoN with 5%

across-edge and 0% rewire-noise amount as a representative; we choose a single NoN

for two reasons. The first is that GCN-3 was only run on synthetic NoNs (Section

5.3.1), so they are the only NoNs where we can analyze the trade-off between perfor-

mance (Fig. 5.2) and running time. The second is simplicity: trends are qualitatively

181



similar across all synthetic NoNs. For each approach, we record the time to extract

all necessary features and the time for one epoch of training the associated classifier.

For hardware details, see Supplementary Section D.2.3.

First, GCN-3, which we found does not have a clear advantage over GCN-2 in

terms of accuracy (Section 5.3.1), takes 4.25x longer to train. This poor tradeoff be-

tween accuracy and running time is why we did not consider GCN-3 for the biological

NoN.

Second, recall that L1 DiffPool + L2 SIGN and L1 GDVM + L2 GDV + L1

DiffPool + L2 SIGN, the best approaches overall, are as good as each other in terms

of accuracy, with the former being worse in only 1 out of the 30 NoNs. Thus, because

L1 GDVM + L2 GDV + L1 DiffPool + L2 SIGN has longer feature extraction and

training time than L1 DiffPool + L2 SIGN (Supplementary Table D.1), L1 DiffPool

+ L2 SIGN would likely be the better approach to use for a general NoN when

considering the trade-off between accuracy and running time. Also recall that L2

SIGN performs as well as L1 DiffPool + L2 SIGN and L1 GDVM + L2 GDV +

L1 DiffPool + L2 SIGN for 21 out of the 30 NoNs, in those NoNs where there is

significant clustering structure in the level 2 network. Thus, if one expects significant

clustering structure in the level 2 network of a general NoN, L2 SIGN should be

considered, as its feature extraction time is around 77x faster and its training time is

around 1.5x faster than those of L1 DiffPool + L2 SIGN (Supplementary Table D.1).

5.4 Conclusion

We present a comprehensive framework to test whether integrating network infor-

mation into an NoN leads to more accurate label predictions than using information

from a single level alone. We also develop the first synthetic NoN generator that can

create NoNs with a variety of parameters for study, construct a biological NoN from

PPI network and PSN data, and propose a novel GCN-based model for label predic-
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tion on NoNs. We have shown that on synthetic data, NoN approaches are among

the best, and that on a real-world biological NoN, NoN approaches are necessary to

make predictions about certain protein functions. As such, research into NoN-based

data integration is promising, and likely could be applied to a variety of other tasks,

especially as such NoN data becomes readily available.

To our knowledge, this study is the first to investigate data integration for label

prediction using NoNs. As such, it is “just” a proof of concept. Many opportunities

exist for further advancement of our work. As an example, recall that studies have

combined protein sequence and protein structural data with PPI data [181, 132, 179].

So, an important future direction is the comparison between different data integration

schemes for various tasks.

As another example, an NoN as we define it might have a limitation when trying

to model certain systems. Namely, an interaction between two entities at the higher

level may actually be due to a number of interactions occurring at the lower level.

For example, an interaction between two proteins occurs due to interactions between

subsets of their amino acids. Unfortunately, with current biotechologies, large-scale

data on interactions between proteins is captured at the protein level rather than

at amino acid level. So, these fine-grained, amino acid-level interactions cannot be

captured by our current NoN model. Advancements to account for them will be nec-

essary once such detailed data become available. This is especially important since

even our current, simpler NoN model already leads to improvements compared to

current methods. Therefore, a more advanced version should only improve further

(for applicable systems). However, our current NoN model does have advantages.

Namely, not all systems that can be modeled as complex networks of networks ben-

efit from the more detailed representation. For example, as discussed in Section 5.1,

[129] study an NoN where an interaction between two level 2 nodes (individuals in

a social network) is based on the individuals’ friendships. This could not be repre-
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sented by interactions between subsets of level 1 nodes (neurons of the individuals’

brain networks). As our current NoN model would be favorable for such systems,

further development of the coarse-grained, and the fine-grained, NoN models are both

important directions.

As another example, while our integrative NoN-GCN approach is not significantly

better than just combining features from the two levels overall, there are some protein

functions for which it is the only approach to make non-random predictions. This

indicates that the strength of our NoN model is not just from the availability of

more features for prediction (i.e., two levels instead of one), but rather also from

the actual integration of the two levels that the model provides. Importantly, this

also means that research into more sophisticated, scalable, and integrative deep

learning models for NoNs, perhaps taking inspiration from SIGN’s precomputable

neighborhood aggregators, is worth pursuing.

As a final example, we only analyze a two-level NoN in this study, so expanding

in scale is an important future direction.
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CHAPTER 6

CONCLUDING REMARKS

In this dissertation, we investigate how to properly compare NA methods belong-

ing to different categories; why NA methods do not align functionally related nodes,

resulting in their poor protein functional prediction performance; and whether more

complex multilevel data integration has advantages over simpler single-level represen-

tations. We design novel computational methods to improve alignment quality and

analyze multilevel data, leading to improvements in protein functional prediction.

First, we introduce an evaluation framework for a fair comparison of PNA against

MNA, and we find that PNA often outperforms MNA. In particular, in the ME

framework, PNA can (by integrating pairwise alignments) produce multiple align-

ments that are superior to multiple alignments produced by MNA. Thus, we believe

that any new MNA methods should be compared not just to existing MNA meth-

ods but also to existing PNA methods using our evaluation framework, to properly

judge the quality of alignments that they produce. Moreover, the current process of

integrating pairwise alignments (i.e., scaffolding procedure) is relatively simple. Any

more sophisticated scaffolding procedure that might be developed in the future will

yield even more superior PNA-based multiple alignments and consequently even fur-

ther emphasize the superiority of PNA over MNA. In other words, for MNA to gain

advantage over PNA, a drastic redesign of the current MNA algorithmic principles

might be needed. In summary, the results of this work suggest that perhaps it might

be sufficient to focus on the faster PNA and integration of pairwise alignments into

multiple ones rather than on the slower MNA.
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Second, we modify WAVE, MAGNA++, and SANA to align heterogeneous net-

works by extending homogeneous graphlets to their heterogeneous counterparts. We

show that using more colors (i.e., more types of information) leads to better align-

ments, so using as much heterogeneous information as possible is the preferred option

where available. The bottleneck to using more types of heterogeneous data is scala-

bility of heterogeneous graphlets in terms of both time and space complexity. More

efficient heterogeneous graphlet counting methods that make use of combinatorial

relationships between heterogeneous graphlets, akin to existing efficient methods for

homogeneous graphlet counting [79, 104, 137, 2], have been developed [139] and could

help with the scalability issues. However, the code does not appear to be publicly

available. So, further study is needed on this front. Or, more scalable methods for

capturing the topology of a node in a heterogeneous network could be developed as

an alternative to graphlets, such as those based on random walks [66, 41].

Third, we present TARA as a method that challenges the assumption of current

NA methods that topologically similar nodes are functionally related. TARA can

detect, from training data, a relationship between topologies of functionally simi-

lar nodes. TARA generally outperforms or complements existing approaches, even

those that use sequence similarity-based anchor links across network as input (un-

like TARA), in the task of protein function prediction, one of the ultimate goals of

NA. Thus, we extend TARA into TARA++ to use both topological and sequence

information, and find that it outperforms existing methods. As such, future NA

methods should perhaps be developed in the data-driven paradigm rather than in

the traditional topological similarity paradigm.

To our knowledge, TARA and TARA++ are the first data-driven approaches for

biological NA. As such, they are just proof-of-concepts. There are many directions

in which this work can be taken. TARA uses a relative simply combination of two

nodes’ GDVs to obtain the GDV of a node pair. More sophisticated combinations of
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GDVs could be explored. TARA++ explores social network embedding to extract the

feature of a node pair using node2vec, but the integrated network could be treated

as a heterogeneous network, so heterogeneous feature extraction methods like those

discussed above could be explored. Also, in both TARA and TARA++, we train a

simple classifier, logistic regression – potential improvement could be seen with more

sophisticated models.

There is still another category of NA methods that is not discussed in the dis-

sertation. Namely, most of existing NA methods deal with static networks. That

is, they do not account for any temporal (dynamic) information that exists. For ex-

ample, cellular functioning differs across different ages or stages of cancer, meaning

that dynamic or temporal PPI networks could be used to model the aging process

or cancer progression. Without considering this temporal data, a lot of informa-

tion is lost. Only recently, several approaches have been proposed for dynamic NA

[165, 162, 7, 45]. These ideas for dynamic NA could be combined with those for each of

pairwise, multiple, heterogeneous, and data-driven NA discussed in this dissertation,

enabling the analysis of even more complex network data that better model cellular

functioning. Importantly though, it is crucial that we (the NA community) gain

in-depth understanding of practical implications of local versus global, one-to-one

versus many-to-many, pairwise versus multiple, homogeneous versus heterogeneous,

non-data-driven versus data-driven, static versus dynamic, and other types of NA,

in order to learn from each NA type when developing new methods. Similarly, the

subfields of social NA and biological NA are often disjoint – methods from one sub-

field are often not considered by researchers in the other, despite the problems posed

sharing many similar aspects. A better unification of the two could help reduce

“redundacies” and accelerate advancements.

Fourth, we present a comprehensive framework to test whether integrating net-

work information into an NoN leads to more accurate label predictions than using
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information from a single level alone. We also develop the first synthetic NoN genera-

tor that can create NoNs with a variety of parameters for study, construct a biological

NoN from PPI network and PSN data, and propose a novel GCN-based model for

label prediction on NoNs. We have shown that on synthetic data, NoN approaches

are among the best, and that on a real-world biological NoN, NoN approaches are

necessary to make predictions about certain protein functions. As such, research into

NoN-based data integration is promising, and likely could be applied to a variety of

other tasks, especially as such NoN data becomes readily available.

A struggle one might face not just when working with NoNs (especially beyond

just two levels), but also with regard to the general trend of increasing network data,

is that of scalability. Graph compressibility [100] is an interesting direction to ad-

dress this issue. Currently, there exist generative graph models, such as vertex/edge

replacement grammars [1, 150, 78] that could help. Given an input network, such

models can learn to generate networks with similar properties as the input one – in

other words, these models contain information about the properties of the input net-

work inside them. In applications where some compression loss would be acceptable,

such models could potentially be used to generate portions of relevant networks on

demand to save on computational resources.

Network analysis has been rapidly trending toward deep learning, partially owing

to the successes of image and natural language processing in that context. However, I

do not think this means that traditional graph theoretic algorithms will be left behind.

Besides many existing tasks where such algorithms are optimal, I see the potential

for a fusion between graph theoretic algorithms and graph deep learning. With the

renewed interest in differentiable programming [13], deep learning frameworks have

integrated fundamental data structures such as stacks and “taken derivatives” of

stack operations [43, 101], and incorporated natural “laws” via ordinary differential

equations [26], to great success. So perhaps, traditional graph algorithms can be fitted
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into deep learning frameworks as well, providing a stronger backbone for data-driven

graph analyses to take off.

Something I greatly appreciate from my PhD journey is the emphasis on “elevator

pitch”-type communication of research. After all, most people one interacts with will

have expertise in different disciplines, so distilling one’s work into understandable

concepts is important for any kind of exchange. This is in contrast to the impression

I had in my undergraduate environment, where we always felt “cool” to show off

all our technical jargon, and in my opinion, this feeling partially contributes to the

disconnect between traditionally technical fields and the general population. This

way of thinking, where if someone else is confused by your explanation, it is because

you haven’t explained it well enough, puts focus on yourself to improve and helps

establish common ground for effective communication – something we all could use

more of these days.
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APPENDIX A

PAIRWISE VERSUS MULTIPLE NETWORK ALIGNMENT

A.1 Methods

A.1.1 NA methods that we evaluate

The PNA methods that we evaluate are GHOST, MAGNA++, WAVE, and

L-GRAAL. The MNA methods that we evaluate are IsoRankN, BEAMS, multi-

MAGNA++, and ConvexAlign.

PNA methods. Most NA methods are two-stage aligners: in the first stage, they

calculate the similarities (based on network topology and, optionally, protein sequence

information) between nodes in the compared networks, and in the second stage, they

use an alignment strategy to find high scoring alignments with respect to the total

similarity over all aligned nodes. GHOST is an example of two-stage PNA methods.

GHOST calculates the similarity of “spectral signatures” of nodes between the com-

pared networks in its first stage. Then, GHOST uses an alignment strategy consisting

of a seed-and-extend global alignment step followed by a local search procedure that

aims to improve, with respect to node similarity, upon the seed-and-extend step. An

issue with two-stage methods is that while they find high scoring alignments with

respect to total node similarity (a.k.a. node conservation), they do not take into

account the amount of conserved edges during the alignment construction process.

But the quality of a network alignment is often measured in terms of the amount

of conserved edges. To address this issue, MAGNA++ directly optimizes both edge

and node conservation while the alignment is constructed; its node conservation mea-
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sure typically uses graphlet-based node similarities [112]. MAGNA is a search-based

(rather than a two-stage) PNA method. Search-based aligners can directly optimize

edge conservation or any other alignment quality measure. WAVE was proposed as

a two-stage (rather than search-based) PNA method that optimizes both a graphlet-

based node conservation measure as well as (weighted) edge conservation by using

a seed-and-extend alignment strategy based on the principle of voting. Similarly,

L-GRAAL optimizes a graphlet-based node conservation measure and a (weighted)

edge conservation measure, but it uses a seed-and-extend strategy based on integer

programming.

MNA methods. IsoRankN is a two-stage MNA method. It calculates node similari-

ties between all pairs of compared networks using a PageRank-based spectral method.

IsoRankN then creates a graph of the node similarities and partitions the graph us-

ing spectral clustering in order to produce a many-to-many alignment. BEAMS is

a two-stage method that optimizes both a (protein sequence-based) node conserva-

tion measure and an edge conservation measure. BEAMS uses a maximally weighted

clique finding algorithm on a graph of node similarities to produce a one-to-one

alignment, where node similarity is based only on protein sequence information, with-

out considering any topological node similarity information. BEAMS then creates

a many-to-many alignment from the one-to-one alignment using an iterative greedy

algorithm that maximizes both node and edge conservation. ConvexAlign is also a

two-stage method. It optimizes an objective function that combines topological node

similarity, optional sequence-based node similarity, and edge conservation. That is, it

optimizes both node and edge conservation. ConvexAlign optimizes its objective func-

tion with an optimization strategy that is formulated as an integer program, which

is relaxed into a convex optimization problem. This problem is then solved using

the alternating direction method of multipliers (ADMM). This allows ConvexAlign

to align multiple networks simultaneously. Like MAGNA++, multiMAGNA++ is a
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search-based method that directly optimizes both edge and node conservation while

the alignment is constructed. Of the MNA methods, IsoRankN and BEAMS pro-

duce many-to-many alignments, while ConvexAlign and multiMAGNA++ produce

one-to-one alignments.

Aligning using network topology only versus using both topology and

protein sequences. In our analysis, for each method, we study the effect on out-

put quality when (i) using only network topology while constructing alignments (T

alignments) versus (ii) using both network topology and protein sequence informa-

tion while constructing alignments (T+S alignments). For T alignments, we set

method parameters to ignore any sequence information. All methods except BEAMS

can produce T alignments and all methods can produce T+S alignments. For T+S

alignments, we set method parameters to include sequence information. Supplemen-

tary Table A.2 shows the specific parameters that we use. Specifically, the meth-

ods combine topological information with sequence information in order to optimize

θST ` p1´θqSP , where ST is the (node or edge) cost function based on topological in-

formation, SP is the node cost function based on protein sequence information, and θ

weighs between topological information and sequence information. When θ “ 1, only

network topology is used in the alignment process, and when θ “ 0, only sequence

information is used. We set θ “ 0.5 in our study due to the following reasons (except

for ConvexAlign, see below). First, Meng et al. [110], who used the same datasets that

we use in our study, showed that as long as some amount of topological information

and some amount of protein sequence information are used in the alignment process

(i.e., as long as θ does not equal 0 or 1), the quality of the resulting alignments is

not drastically affected. They showed this for ten PNA methods, including GHOST,

MAGNA++, WAVE, and L-GRAAL, which are the PNA methods that we use in this

study. Second, it was shown by the original studies which introduced two of the MNA

methods used in this study that varying θ between 0.3 and 0.7 has no large effect
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on the quality of alignments produced by BEAMS and IsoRank [4], and that varying

θ between 0.2 and 0.8 has no large effect on the quality of alignments produced by

FUSE [62]. Third, the original MAGNA++ paper, which multiMAGNA++ is based

on, showed that varying θ between 0.1 and 0.9 has no large effect on the quality of

alignments produced by MAGNA++. So, in the original multiMAGNA++ paper,

the θ parameter was set to 0.5. We believe that all of this justifies our choice of

using θ of 0.5 for all methods considered in our study (except for ConvexAlign, see

below). Also, using the same θ value for all methods (except for ConvexAlign, see

below) ensures that any potential differences in results of the different methods are

not caused by using different amounts of network topology versus protein sequence

information. While in an ideal scenario we would have wanted to use θ “ 0.5 for

ConvexAlign’s T+S alignments as well (just like we do for all other considered meth-

ods), the authors of ConvexAlign pre-set this value in ConvexAlign’s implementation

to a recommended value of 0.343 (see below), thus weighing topological information

by 0.343 and sequence information by 0.657. We respect this recommendation and

consequently use θ “ 0.343 for ConvexAlign.

Next, we clarify how the given method’s parameter values from Supplementary

Table A.2 match the desired θ value.

Recall that the methods combine topological information with sequence informa-

tion in order to optimize θST ` p1 ´ θqSP , where ST is the (node or edge) cost func-

tion based on topological information, SP is the node cost function based on protein

sequence information, and θ weighs between topological information and sequence

information.

For T alignments, we set parameters such that only topological information is

used (i.e., such that θ “ 1.0). Namely, setting θ “ 1.0 is equivalent to setting the

following parameter value(s) for each of the methods, where ET , NT , and NS are the

topological edge conservation function, topological node cost function, and sequence-
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based node cost function, respectively. (That is, ET and/or NT form ST from the

above θ-related formula, and NS is SP from the above θ-related formula.)

• For GHOST, which optimizes αNT ` p1´αqNS, setting θ “ 1.0 corresponds to
setting α “ 1.0, i.e., alpha=1.0 in the GHOST implementation.

• For L-GRAAL, which optimizes p1´αqET `αNS (where ET is edge conservation
weighted by topological node similarity), setting θ “ 1.0 corresponds to setting
α “ 0.0, i.e., a=0.0 in the L-GRAAL implementation.

• For MAGNA++, which optimizes αET ` p1 ´ αqpβNT ` p1 ´ βqNSq, setting
θ “ 1.0 corresponds to setting α “ 0.5 and β “ 1.0, i.e., setting a=0.5 and in-
putting only topological node similarity into the MAGNA++ implementation,
respectively. Note that we use a=0.5 to give equal weight to edge conservation
and node conservation.

• For WAVE, which optimizes αNT ` p1 ´ αqNS, setting θ “ 1.0 corresponds to
setting α “ 1.0, i.e., inputting only topological node similarity to the WAVE
implementation. Note that WAVE also optimizes edge conservation, but it does
so implicitly, as a part of its alignment strategy. That is, edge conservation is
not an input parameter of WAVE or its implementation.

• For IsoRankN, which optimizes αNT ` p1 ´ αqNS, setting θ “ 1.0 corresponds
to setting α “ 1.0, i.e., alpha=1.0 in the IsoRankN implementation.

• For ConvexAlign, which optimizes λ2ET ` p1´λ2qpλ1NT ` p1´λ1qNSq, setting
θ “ 1.0 corresponds to setting λ1 “ 1.0, i.e., inputting no node similarity into
the ConvexAlign implementation. Note that we use λ2 of 0.02, as recommended
and pre-set by the authors of the ConvexAlign paper. ConvexAlign authors
have recommended all of its parameter values after testing them using cross-
validation. So, we did not need to set any parameter values ourselves.

• For multiMAGNA++, which optimizes αET ` p1 ´ αqpβNT ` p1 ´ βqNSq, set-
ting θ “ 1.0 corresponds to setting α “ 0.5 and β “ 1.0, i.e., setting a=0.5
and inputting only topological node similarity into the multiMAGNA++ im-
plementation, respectively. Note that we use a=0.5 to give equal weight to edge
conservation and node conservation.

For T+S alignments, we set parameters such that both topological and sequence

information is used (i.e., such that θ “ 0.5, unless recommended otherwise by the

authors of the given method). Namely, setting θ “ 0.5 is equivalent to setting the

following parameter value(s) for each of the methods.
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• For GHOST, which optimizes αNT ` p1´αqNS, setting θ “ 0.5 corresponds to
setting α “ 0.5, i.e., alpha=0.5 in the GHOST implementation.

• For L-GRAAL, which optimizes p1´αqET `αNS (where ET is edge conservation
weighted by topological node similarity), setting θ “ 0.5 corresponds to setting
α “ 0.5, i.e., a=0.5 in the L-GRAAL implementation.

• For MAGNA++, which optimizes αET ` p1 ´ αqpβNT ` p1 ´ βqNSq, setting
θ “ 0.5 corresponds to setting α “ 0.25 and β “ 0.33, i.e., setting a=0.25 and
inputting the combined node similarity information into the MAGNA++ im-
plementation. With these parameter values, topological and sequence-based
cost functions are equally weighted. Namely, the optimization formula for
MAGNA++ becomes 0.25ET ` 0.75p0.33NT ` 0.67NSq “ 0.25ET ` 0.25NT `

0.5NS “ 0.5ST ` 0.5SP , i.e., θ “ 0.5, as desired.

• For WAVE, which optimizes αNT ` p1 ´ αqNS, setting θ “ 0.5 corresponds
to setting α “ 0.5, i.e., inputting both topological and sequence-based node
similarities to the WAVE implementation. Note that WAVE also optimizes edge
conservation, but it does so implicitly, as a part of its alignment strategy. That
is, edge conservation is not an input parameter of WAVE or its implementation.

• For IsoRankN, which optimizes αNT ` p1 ´ αqNS, setting θ “ 0.5 corresponds
to setting α “ 0.5, i.e., alpha=0.5 in the IsoRankN implementation.

• For ConvexAlign, which optimizes λ2ET ` p1´λ2qpλ1NT ` p1´λ1qNSq, we use
λ1 “ 0.33 and λ2 “ 0.02, as recommended and pre-set by the authors of the
ConvexAlign paper. ConvexAlign authors have recommended all of its param-
eter values after testing them using cross-validation. So, we did not need to
set any parameter values ourselves. With these two parameter values, the opti-
mization formula for ConvexAlign becomes 0.02ET ` 0.98p0.33NT ` 0.67NSq “

0.02ET `0.323NT `0.657NS “ 0.343ST `0.657SP , i.e., θ “ 0.343. Clearly, Con-
vexAlign weighs sequence information higher than the other methods (65.7% of
the whole objective function for ConvexAlign, as opposed to 50% of the while
objective function for the other methods). Again, this is because the authors
of ConvexAlign suggested doing 65.7% for their method, while our justification
for 50% for the other methods is discussed above.

• For multiMAGNA++, which optimizes αET `p1´αqpβNT `p1´βqNSq, setting
θ “ 0.5 corresponds to setting α “ 0.25 and β “ 0.33 as recommended by the
multiMAGNA++ paper, i.e., setting a=0.25 and inputting the combined node
similarity information into the multiMAGNA++ implementation. With these
parameter values, topological and sequence-based cost functions are equally
weighted. Namely, the optimization formula for multiMAGNA++ becomes
0.25ET ` 0.75p0.33NT ` 0.67NSq “ 0.25ET ` 0.25NT ` 0.5NS “ 0.5ST ` 0.5SP ,
i.e., θ “ 0.5.
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A.1.2 Alignment quality measures

Here, we describe the alignment quality measures that we use to evaluate the

NA methods. To do so, we first need to formally define an alignment. Typical

PNA methods produce alignments comprising node pairs and typical MNA methods

produce alignments comprising node clusters. We introduce the term aligned node

group to describe either an aligned node pair or an aligned node cluster. With this,

we can represent a pairwise or multiple alignment as a set of aligned node groups.

Let G1pV1, E1q, . . ., GkpVk, Ekq be k networks with node and edge sets Vl and El,

respectively, for l “ 1, 2, . . . , k. An alignment of the k networks is a set of disjoint

node groups, where each group is represented as a tuple pa1, . . . , akq with the following

properties: (i) al is the set of nodes in the node group from network Gl, i.e., al Ď Vl,

for l “ 1, 2, . . . , k, (ii) no two node groups have any common nodes, i.e., given two

different groups pa1, a2, . . . , akq and pb1, b2, . . . , bkq, al X bl “ ∅ for l “ 1, 2, . . . , k, and

(iii) there must be at least two nodes in each node group, i.e., |Yl“1,...,kal| ě 2. If for

each node group in the given alignment there is at most one node from each network,

i.e., if for each node group |al| ď 1 for l “ 1, . . . , k, then the alignment is a one-to-one

alignment. Otherwise, it is a many-to-many alignment.

A.1.2.1 Topological quality (TQ) measures

A good NA method should produce aligned node groups that have internal con-

sistency with respect to protein labels. If we know the true node mapping between

the networks, then we can let the labels be protein names. When the labels are based

on the true node mapping, i.e., on protein names, we consider measures that rely on

node labels to be capturing topological alignment quality (TQ). If we do not know

the true node mapping, we let the labels be GO terms. In this case, since GO terms

capture protein functions, we consider measures that rely on GO terms to be captur-
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ing functional alignment quality (FQ). We discuss such measures in Supplementary

Section A.1.2.2.

Also, a good NA method should find a large amount of common network structure

across the compared networks, i.e., produce high edge conservation.

Finally, for a good NA method, conserved edges should form large, dense, con-

nected regions (as opposed to small or isolated conserved regions).

Below, first, we discuss how we measure internal consistency of aligned protein

groups in a pairwise alignment. Second, we comment on how we do this in a multiple

alignment. Third, we discuss how we measure edge conservation in a pairwise align-

ment. Fourth, we comment on how we do this in a multiple alignment. Fifth, we

discuss how we capture the notion of large, dense, and connected conserved network

regions (for both pairwise and multiple alignments).

Measuring internal node group consistency of a pairwise alignment via

precision, recall, and F-score of node correctness (P-NC, R-NC, and F-NC,

respectively). These measures [110] are a generalization of node correctness (NC)

from one-to-one to many-to-many pairwise alignments. NC for one-to-one pairwise

alignments is the fraction of node pairs from the alignment that are present in the

true node mapping. As such, NC evaluates the precision of the alignment. NC is

extended to many-to-many pairwise alignments as follows. For each aligned node

group Ci in the alignment, Ci is converted into a set of all possible
`|Ci|

2

˘

node pairs

in the group. The union of all resulting node pairs over all groups Ci forms the set

X of all aligned Then, given node pairs. the set Y of all node pairs from the true

node mapping, P-NC = |XXY |
|X| , R-NC = |XXY |

|Y | , and F-NC is the harmonic mean of

P-NC and R-NC. These three measures work for both one-to-one and many-to-many

pairwise alignments.

Measuring internal node group consistency of a multiple alignment via

adjusted multiple node correctness (NCV-MNC). Multiple node correctness
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(MNC) [163] is a generalization of the NC measure to multiple alignments. MNC

uses the notion of normalized entropy (NE), which measures, for a given aligned

node group, how likely it is to observe the same or higher level of internal node group

consistency by chance, i.e., if the group of the same size was formed by randomly

assigning to it proteins from the compared networks. The lower the NE, the more

consistent the node group. Then, MNC is one minus the mean of NEs across all

node groups. We refer to Vijayan and Milenković [163] for the formal definition of

MNC. Since a good NA method should align (or cover) many of the nodes in the

compared networks, as was done by Vijayan and Milenković [163], we adjust the

MNC measure to account for node coverage (NCV), which is the fraction of nodes

that are in the alignment out of all nodes in the compared networks. Then, MNC-

NCV“
a

pNCVqpMNCq. When either NCV or MNC is low, the geometric mean

of the two is penalized. The NCV-MNC measure works for both one-to-one and

many-to-many multiple alignments.

Measuring edge conservation of a pairwise alignment via adjusted gener-

alized S3 (NCV-GS3). Given two compared networks, generalized S3 (GS3) [110]

measures the fraction of conserved edges out of both conserved and non-conserved

edges, where an edge is conserved if it maps to an edge in the other network and

an edge is not conserved if it maps to a non-adjacent node pair (i.e., a non-edge) in

the other network. We refer to Meng et al. [110] for formal definition of GS3. As

was done by Meng et al. [110], we penalize alignments with low node coverage by

combining NCV with GS3 into the adjusted GS3 measure, NCV-GS3, which equals
a

pNCVqpGS3
q. The NCV-GS3 measure works for both one-to-one and many-to-

many pairwise alignments.

Measuring edge conservation of a multiple alignment via adjusted cluster

interaction quality (NCV-CIQ). CIQ [4] is a weighted sum of edge conservation

between all pairs of aligned node groups. We refer to Vijayan and Milenković [163]

198



for the formal definition of CIQ. As was done by Vijayan and Milenković [163], we

penalize alignments with low node coverage by combining NCV with CIQ into the

adjusted CIQ, NCV-CIQ, which equals
a

pNCVqpCIQq. The NCV-CIQ measure

works for both one-to-one and many-to-many multiple alignments.

Measuring the size of the largest connected region using largest common

connected subgraph (LCCS). The LCCS measure, which was recently extended

from PNA [143] to MNA [163], simultaneously captures the size (i.e., the number of

nodes) and the density (i.e., the number of edges) of the largest common connected

subgraph formed by the conserved edges, penalizing smaller or sparser subgraphs.

We refer to Vijayan and Milenković [163] for the formal definition of LCCS. The

LCCS measure works for both one-to-one and many-to-many alignments, and for

both pairwise and multiple alignments.

A.1.2.2 Functional quality (FQ) measures

Per Supplementary Section A.1.2.1, a good alignment should have internally con-

sistent aligned node groups. Instead of protein names as in Supplementary Section

A.1.2.1, in this section we use GO terms as protein labels to measure internal consis-

tency.

Having aligned node groups that are internally consistent with respect to protein

labels is important for protein function prediction. In addition to measuring internal

node group consistency, we directly measure the accuracy of protein function predic-

tion. That is, we first use a protein function prediction approach (Chapter 2.2.3.3

of the main document) to predict protein-GO term associations, and then we com-

pare the predicted associations to known protein-GO term associations to see how

accurate the predicted associations are.

Below, first, we discuss how we measure internal node group consistency with

respect to GO terms. Second, we discuss an alternative popular measure for doing the
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same. Third, we discuss how we measure the accuracy of protein function prediction,

i.e., of predicted protein-GO term associations (note that we describe a strategy that

we use to make the predictions in Chapter 2.2.3.3 of the main document).

Measuring internal node group consistency using mean normalized en-

tropy (MNE). MNE [99] first uses normalized entropy (NE) to measure GO term-

based consistency of an individual aligned node group. The lower the NE, the more

consistent the given node group. Then, MNE is the mean of the NEs across all node

groups. We refer to Vijayan and Milenković [163] for the formal definition of MNE.

The MNE measure works for both one-to-one and many-to-many alignments, and for

both pairwise and multiple alignments.

Measuring internal node group consistency using GO correctness (GC).

GO correctness, which was recently extended from PNA [96] to MNA [163], measures

the internal consistency of aligned node groups with respect to GO terms as follows.

For each node group Ci in the alignment, Ci is converted into a set of all possible
`|Ci|

2

˘

node pairs in the group. The union of all resulting node pairs over all groups Ci

forms the set X of all aligned node pairs. A subset of X that consists of all node pairs

in which each of the two nodes is annotated with at least one GO term is denoted as

Y . Then, GO correctness is the fraction of node pairs in Y in which the two nodes

are both annotated with the same GO term. In other words, GO correctness is the

fraction of all pairs of aligned nodes in which the aligned nodes share a GO term. The

GO correctness measure works for both one-to-one and many-to-many alignments,

and for both pairwise and multiple alignments.

Precision, recall, and F-score of protein function prediction (P-PF, R-

PF, and F-PF, respectively). We describe how we predict protein-GO term

associations in Chapter 2.2.3.3 of the main document. Here, we describe how we

evaluate accuracy of such predictions. Given predicted protein-GO term associations,

we calculate accuracy of the predictions via precision, recall, and F-score measures.
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Formally, given the set X of predicted protein-GO term associations, and the set

Y of known protein-GO term associations, P-PF “
|XXY |
|X| , R-PF “

|XXY |
|Y | , and F-

PF is the harmonic mean of precision and recall. These three measures work for

both one-to-one and many-to-many alignments, and for both pairwise and multiple

alignments.

A.1.2.3 Protein function prediction approaches

Approach 3. New protein function prediction for multiple alignments. We

follow our discussion from Chapter 2.2.3.3 of the main document regarding approach

3, our new protein function prediction approach for multiple alignments. Formally,

given an alignment of k networks, G1pV1, E1q, G2pV2, E2q, . . ., GkpVk, Ekq, and given

node v in the alignment that has at least one annotated GO term, and given GO term

g, we hide the protein’s true GO term(s) and find the significance of the alignment

with respect to GO term g using the hypergeometric test, as follows. For each node

group Ci in the alignment, we convert Ci into a set of node pairs Fi by taking all node

pairs in the node group, after which we concatenate the sets of node pairs into a single

set F . Then, let V ˚
i Ă Vi be such that each node in V ˚

i is annotated with at least one

GO term. Let S1 be the set of all possible pairs of proteins in F such that one protein

is in V ˚
i and the other is in V ˚

j , where i ‰ j. Let Ai Ă V ˚
i be such that each node

in Ai is annotated with g. Let S2 be the set of all possible pairs of proteins between

Ai and Aj, where i ‰ j. Let K be the set of pairs of proteins that are in F and in

S1. Let X be the set of pairs of proteins that are in F and in S2. Then, we use the

hypergeometric test to calculate the probability of observing by chance |X| or more

pairs of proteins in F with each node annotated with g is p “ 1´
ř|X|´1

i“0

p|K|
i qp

|S1|´|K|
|S2|´i q

p
|S1|
|S2|

q
.

We consider the alignment to be significant with respect to g if the p-value is less

than 0.05. We predict v to be associated with g if the alignment is significant with

respect to g, resulting in predicted protein-GO term associations. If the alignment
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is significant with respect to g, we predict v to be associated with g. Repeating this

process for all nodes and GO terms results in predicted protein-GO term associations

X.

A.1.2.4 Statistical significance of alignment quality scores

We continue our discussion from Chapter 2.2.3.4 of the main document on how

to compute the p-value of a quality score of an actual alignment. This is done as

follows. We construct a set of 1,000 corresponding random alignments (1,000 is what

was practically reasonable given our computational resources), under a null model

that conserves the following properties of the actual alignment: the number of node

groups, the number of nodes in each group, and the network from which each node

in each node group originates from. Then, the p-value of the alignment quality score

is the fraction of the 1,000 random alignments with equal or better score than the

actual alignment. We consider an alignment quality score to be significant if its p-

value is less than 0.001. Note that if a given method fails to produce an alignment

of a network pair/set, we set the p-values of all quality scores associated with the

method and network pair/set to 1 and hence consider all of the associated quality

scores to be non-significant.

A.1.3 Evaluation framework

A.1.3.1 Multiple evaluation (ME) framework

We continue our discussion from Chapter 2.2.4.2 of the main document on how

we combine the pairwise alignments over every network pair in the given set into a

multiple alignment, i.e., how we produce alignments from the ME-P-P and ME-M-P

categories. This procedure was inspired by Dohrmann et al. [39]. Given pairwise

alignments of k networks G1pV1, E1q, . . . , GkpVk, Ekq, Dohrmann et al. [39] produce

a multiple alignment of the k networks as follows. First, they select a “scaffold”

202



network Gr among the k networks, namely the network whose sum of “topological

similarities” to the remaining k ´ 1 networks is maximized; one of the suggested

“topological similarity” measures is Graphlet Degree Distribution (GDD) agreement

[136]. Second, they align Gr to each of the remaining k ´ 1 networks. Third, they

take the union of all aligned node groups from the resulting k ´ 1 alignments. Let

us denote this union as set A. Since the node groups in set A are not necessarily

disjoint, Dohrmann et al. [39] use set A to create a new set A1 of aligned node groups

that are disjoint. This is done as follows. Let A1 be an empty set. First, randomly

pick an aligned node group C that is currently in A (initially, all node groups are in

A) and remove it from A. Then, remove from A all node groups that have at least

one node in common with C, and merge the node groups into C. Repeat this process

until there are no more node groups in A that have at least one node in common

with C. Then, add C to A1. Repeat this process until A is empty. This results in

a new multiple alignment A1. We illustrate this procedure in Fig. 2.3(b,c) of the

main document. In our work, instead of choosing one of the k analyzed networks as

a scaffold network using BLAST protein similarity information as Dohrmann et al.

[39] does, because the choice of scaffold network affects the quality of the resulting

multiple alignment (which we actually validate in Supplementary Fig. A.9), we vary

each of the k networks as the scaffold network Gr, and we choose the scaffold based

on the quality of the resulting multiple alignments. That is, we rank (as explained

below) each of the k multiple alignments, in order to select the best (in terms of

the rank) of them. We rank the alignments as follows. For each alignment quality

measure, we rank the alignments from the best one to the worst one. (In case of

ties, we let the ranks of the tied alignments be the tied alignments’ average rank.)

Then, we compute the total rank of each alignment by taking the average of the given

alignment’s ranks over all of the alignment quality measures. Finally, we select the

best (in terms of the total rank) of all alignments. Note that here, we consider all
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measures that can deal with multiple alignments, except NCV-MNC, which we leave

out because not all network pairs/sets have the true node mapping (and NCV-MNC

requires knowing this mapping), and except MNE, which we leave out so that the

number of TQ and FQ measures matches (which is required in order to prevent the

ranks to be dominated by topological or functional alignment quality). That is, we

consider NCV-CIQ and LCCS TQ measures and GC and F-PF FQ measures.

A.1.4 T versus T+S alignments

Here, we continue our discussion from Chapter 2.3.1 of the main document re-

garding the similarity (overlap) of the alignments produced the different NA methods,

each with its T and T+S versions (Supplementary Figs. A.1–A.3). Surprisingly, over

all considered network datasets, in each of the PE and ME frameworks, the T+S

versions of the different methods are overall more similar than the T+S and T ver-

sions of the same method are (with the exception of IsoRankN in the PE framework

and also GHOST in the ME framework). That is, the T+S versions of the different

methods cluster together in Supplementary Fig. A.1 and are clearly separated from

the T versions. In contrast, the T versions do not cluster together. This shows that

using protein sequence information overall yields alignment consistency independent

of which NA method is used. Similar holds when we break down this analysis for

networks with known versus unknown node mapping (Supplementary Figs. A.2–

A.3), with the exception of networks with unknown node mapping under the ME

framework, where the T and T+S versions of the same approach are often clustered

together.

A.1.5 Method comparison in the ME framework: accuracy versus running time

The running time discussion in Chapter 2.3.4 of the main document deals with

empirical running times of the considered PNA and MNA methods, when the methods
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are run on our considered network sets, the largest one of which contains six networks.

Since the PNA methods must align every pair of networks in a network set in order

to produce a multiple alignment, and since this results in a quadratically increasing

running time with respect to the number of networks k, we next ask whether there

is some (larger than six) value of k at which PNA might become less efficient (i.e.,

slower) than MNA. To answer this, because of the limited sizes (in terms of k) of

our considered network sets, we need to analyze the methods’ theoretic running time

complexities with respect to k (Supplementary Table A.3). All of the PNA methods’s

running times grow quadratically with k due to the required pairwise alignments, per

the above discussion. Of the MNA methods, IsoRankN’s running time also grows

quadratically, ConvexAlign’s running time grows cubically, BEAMS’ running time

grows exponentially, and multiMAGNA++’s time grows linearly with k. So, when

comparing the PNA and MNA methods, only multiMAGNA++ grows slower (i.e., is

expected to be faster) with k than the PNA methods, IsoRankN grows at the same

rate as the PNA methods, and ConvexAlign and BEAMS grow faster than the PNA

methods. Hence, we do not expect that the MNA methods will have advantage over

the PNA methods as k increases, with the exception of multiMAGNA++. However,

note that the analysis of the methods’ theoretic running times is different than the

analysis of their empirical running times, and also, note that their theoretic as well as

empirical running times depend not just on k but also on the sizes of the considered

networks in terms of the numbers of their nodes and edges, and also potentially on

some method-specific parameters. For example, while multiMAGNA++ theoretically

grows the slowest with k of all considered PNA and MNA methods, as we can see

from its empirical running time analysis (Fig. 2.5, View III, in the main document),

multiMAGNA++ is significantly slower than BEAMS on our considered network

sets with up to six networks. So, it is hard to estimate the exact value of k at which
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multiMAGNA++ would empirically perform faster than the other methods, as this

would also depend on e.g., the size of each network in the considered network set.

A.2 Results
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TABLE A.1

DETAILS ON THE PINS THAT WE USE IN OUR STUDY

Set Species No. of proteins No. of interactions

Yeast+%LC

Yeast+0%LC 1,004 8,323

Yeast+5%LC 1,004 8,739

Yeast+10%LC 1,004 9,155

Yeast+15%LC 1,004 9,571

Yeast+20%LC 1,004 9,987

Yeast+25%LC 1,004 10,403

PHY1

Fly 7,887 36,285

Worm 3,006 5,506

Yeast 6,168 82,368

Human 16,061 157,650

PHY2

Yeast 768 13,654

Human 8,283 19,697

Y2H1

Fly 7,097 23,370

Worm 2,874 5,199

Yeast 3,427 11,348

Human 9,996 39,984

Y2H2

Yeast 744 966

Human 1,191 1,567

The true node mapping is known for the Yeast+%LC network set, unlike for the other
network sets. Since the largest connected components of the fly and worm networks in
PHY2 and Y2H2 are too small, we do not use those networks in our analysis.
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TABLE A.2

METHOD PARAMETERS FOR PNA THAT WE USE IN OUR STUDY

Algorithms Parameters

PNA methods, T alignments

GHOST beta=1e10 alpha=1.0

L-GRAAL a=0.0 node similarity = graphlet degree vector (GDV) simi-
larity

MAGNA++ m=S3 p=15000 n=10000 a=0.5 node similarity = GDV simi-
larity

WAVE node similarity = GDV similarity

PNA methods, T+S alignments

GHOST beta=1e10 alpha=0.5

L-GRAAL a=0.5 node similarity = GDV and BLAST protein similarity

MAGNA++ m=S3 p=15000 n=10000 a=0.25 node similarity = GDV and
BLAST protein similarity

WAVE node similarity = GDV and BLAST protein similarity

MNA methods, T alignments

IsoRankN K=30 thresh=1e-4 maxveclen=5000000 alpha=1.0

ConvexAlign lambda_edge=3 numOuterIterations=4 flag_fast=1 mu=150
min_val=0.5
lambda_mul=0.5 node similarity = none

multiMAGNA++ m=CIQ p=15000 n=100000 e=0.5 a=0.5 node similarity =
GDV similarity
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TABLE A.2 (CONTINUED)

Algorithms Parameters

MNA methods, T+S alignments

IsoRankN K=30 thresh=1e-4 maxveclen=5000000 alpha=0.5 node simi-
larity = BLAST protein similarity

ConvexAlign lambda_edge=3 numOuterIterations=4 flag_fast=1 mu=150
min_val=0.5
lambda_mul=0.5 node similarity = BLAST protein similarity

BEAMS beta=0.4 alpha=0.5 node similarity = BLAST protein simi-
larity

multiMAGNA++ m=CIQ p=15000 n=100000 e=0.5 a=0.25
node similarity = GDV and BLAST protein similarity

We use parameters recommended in the methods’ original publications. The parame-
ter “node similarity” indicates the node similarity information that is inputted to the NA
method. Note that graphlet degree vector (GDV) similarity uses only network topological
information, while BLAST protein similarity uses only protein sequence information. Note
that sometimes different methods use the same name (e.g., α) for different parameters, or
they use different names (e.g., α versus a) for the same parameter. For T alignments, we set
parameters such that only topological information is used (i.e., such that θ “ 1.0; see Sup-
plementary Section A.1.1). For T+S alignments, we set parameters such that topological
and sequence information are equally weighted (i.e., such that θ “ 0.5; see Supplementary
Section A.1.1), as recommended by Meng et al. [110]. The only exception is ConvexAlign,
for which we use a lower θ value, as recommended and pre-set in its implementation by its
authors. See Supplementary Section A.1.1 for details.
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TABLE A.3

THEORETIC TIME COMPLEXITY

Algorithms Time complexity

PNA methods

GHOST Opnpm
n

q4q “ Opm4

n3 q

L-GRAAL Opn3 ` n2m
n
3
q “ Opn3 ` m3

n
q

MAGNA++ Opn ` mq

WAVE Opn3q

MNA methods

IsoRankN Op
`

k
2

˘

m2q “ Opk2m2q

ConvexAlign Opk3n3q

BEAMS Opk2n2pm
n

qk`1q

multiMAGNA++ Opkpn ` mqq

Theoretic time complexity of the considered PNA methods when they align two networks
and of the considered MNA methods when they align k networks, with respect to network
size and the number of networks. Regarding network size, n and m is the number of nodes
and edges, respectively, averaged over all networks under consideration.
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TABLE A.4

OVERALL RANKING OF THE NA METHODS FOR THE PE

FRAMEWORK

NA method Overall rank p1-value p2-value Non-sig (fail)

WAVE (PE-P-P) 1.70 (1.23) NA NA 0.00 (0.00)

multiMAGNA++ (PE-M-P) 1.93 (1.32) 2.28e-01 NA 0.00 (0.00)

MAGNA++ (PE-P-P) 3.21 (1.85) 1.39e-04 2.64e-06 0.00 (0.00)

GHOST (PE-P-P) 4.09 (3.66) 1.06e-04 7.27e-04 0.14 (0.14)

LGRAAL (PE-P-P) 4.21 (2.18) 5.13e-08 2.00e-06 0.05 (0.05)

multiMAGNA++ (PE-M-M) 5.09 (1.56) 2.36e-07 6.92e-08 0.00 (0.00)

BEAMS (PE-M-P) 8.74 (1.99) 5.06e-09 6.81e-09 0.02 (0.00)

ConvexAlign (PE-M-M) 9.07 (1.56) 5.23e-09 5.19e-09 0.00 (0.00)

ConvexAlign (PE-M-P) 9.09 (2.27) 5.07e-09 5.02e-09 0.00 (0.00)

BEAMS (PE-M-M) 9.16 (1.90) 5.08e-09 6.59e-09 0.09 (0.00)

IsoRankN (PE-M-P) 9.56 (1.75) 4.80e-09 4.45e-09 0.23 (0.00)

IsoRankN (PE-M-M) 9.63 (2.21) 4.89e-09 4.65e-09 0.33 (0.00)
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TABLE A.4 (CONTINUED)

Overall ranking of the NA methods for the PE framework over all evaluation tests
(where a test is a combination of an NA method, a network pair, and an alignment quality
measure) that use TQ measures, for T+S alignments, for networks with both known and
unknown node mapping. By NA method, here, we mean the combination of a PNA or
MNA method and the alignment category (Chapter 2.2.4 of the main document). Namely,
there are 12 NA methods in the PE framework (four PNA methods associated with the
PE-P-P categories and four MNA methods associated with each of the PE-M-M and PE-
M-P categories). The “Overall rank” column shows the rank of each method averaged over
all evaluation tests, along with the corresponding standard deviation (in brackets). Since
there are 12 methods in a given framework, the possible ranks range from 1 to 12. The
lower the rank, the better the given method. The “p1-value” column shows the statistical
significance of the difference between the ranking of each method and the 1st best ranked
method. The “p2-value” column shows the statistical significance of the difference between
the ranking of each method and the 2nd best ranked method. The “Frac. non. sig. (failed)”
column shows the fraction of evaluation tests in which the alignment quality score is not
statistically significant, and, in brackets, the fraction of evaluation tests in which the given
NA method failed to produce an alignment.
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TABLE A.5

OVERALL RANKING OF THE NA METHODS FOR THE PE

FRAMEWORK

NA method Overall rank p1-value p2-value Non-sig (fail)

ConvexAlign (PE-M-P) 4.33 (4.25) NA NA 0.07 (0.00)

MAGNA++ (PE-P-P) 4.98 (3.43) 3.32e-01 NA 0.11 (0.00)

ConvexAlign (PE-M-M) 5.42 (4.60) 4.29e-02 2.60e-01 0.21 (0.00)

multiMAGNA++ (PE-M-P) 6.14 (4.17) 7.71e-02 4.62e-05 0.19 (0.00)

LGRAAL (PE-P-P) 7.02 (3.82) 2.40e-03 1.10e-03 0.30 (0.05)

WAVE (PE-P-P) 7.21 (4.21) 7.42e-03 6.25e-07 0.25 (0.00)

IsoRankN (PE-M-M) 7.51 (3.48) 2.34e-05 5.87e-04 0.28 (0.00)

multiMAGNA++ (PE-M-M) 7.54 (4.22) 1.55e-03 3.80e-05 0.35 (0.00)

GHOST (PE-P-P) 7.56 (4.33) 2.56e-03 3.61e-06 0.37 (0.16)

IsoRankN (PE-M-P) 7.82 (4.08) 4.04e-05 6.55e-05 0.39 (0.00)

BEAMS (PE-M-P) 8.33 (4.28) 1.50e-05 1.77e-05 0.39 (0.00)

BEAMS (PE-M-M) 8.79 (4.22) 8.96e-06 2.30e-06 0.47 (0.00)

Overall ranking of the NA methods for the PE framework over all evaluation tests
(where a test is a combination of an NA method, a network pair, and an alignment quality
measure) that use FQ measures, for T+S alignments, for networks with both known and
unknown node mapping. By NA method, here, we mean the combination of a PNA or
MNA method and the alignment category (Chapter 2.2.4 of the main document). Namely,
there are 12 NA methods in the PE framework (four PNA methods associated with the PE-
P-P categories and four MNA methods associated with each of the PE-M-M and PE-M-P
categories). The table can be interpreted the same way as Supplementary Table A.4.
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TABLE A.6

OVERALL RANKING OF THE NA METHODS FOR THE PE

FRAMEWORK

NA method Overall rank p1-value p2-value Non-sig (fail)

multiMAGNA++ (PE-M-P) 1.03 (0.18) NA NA 0.00 (0.00)

MAGNA++ (PE-P-P) 1.27 (0.91) 1.86e-01 NA 0.00 (0.00)

GHOST (PE-P-P) 1.60 (1.16) 1.31e-02 2.32e-01 0.00 (0.00)

WAVE (PE-P-P) 1.60 (1.45) 2.61e-02 9.42e-02 0.00 (0.00)

LGRAAL (PE-P-P) 3.70 (2.00) 3.77e-05 3.69e-05 0.00 (0.00)

multiMAGNA++ (PE-M-M) 4.97 (1.87) 1.80e-06 2.84e-06 0.00 (0.00)

IsoRankN (PE-M-M) 7.13 (1.85) 9.23e-07 9.36e-07 0.00 (0.00)

IsoRankN (PE-M-P) 7.83 (2.44) 1.47e-06 1.49e-06 0.00 (0.00)

ConvexAlign (PE-M-M) 8.37 (2.97) 1.71e-06 2.03e-06 0.00 (0.00)

BEAMS (PE-M-M) 8.53 (3.50) 5.01e-06 5.24e-06 0.00 (0.00)

BEAMS (PE-M-P) 8.60 (3.56) 5.24e-06 5.36e-06 0.00 (0.00)

ConvexAlign (PE-M-P) 10.60 (1.81) 5.04e-07 5.22e-07 0.00 (0.00)

Overall ranking of the NA methods for the PE framework over all evaluation tests
(where a test is a combination of an NA method, a network pair, and an alignment quality
measure) that use network pairs with known node mapping, for T+S alignments, for
both TQ and FQ measures. By NA method, here, we mean the combination of a PNA or
MNA method and the alignment category (Chapter 2.2.4 of the main document). Namely,
there are 12 NA methods in the PE framework (four PNA methods associated with the PE-
P-P categories and four MNA methods associated with each of the PE-M-M and PE-M-P
categories). The table can be interpreted the same way as Supplementary Table A.4.
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TABLE A.7

OVERALL RANKING OF THE NA METHODS FOR THE PE

FRAMEWORK

NA method Overall rank p1-value p2-value Non-sig (fail)

ConvexAlign (PE-M-P) 4.57 (3.66) NA NA 0.06 (0.00)

MAGNA++ (PE-P-P) 5.49 (2.64) 4.81e-02 NA 0.09 (0.00)

multiMAGNA++ (PE-M-P) 5.74 (3.84) 3.70e-02 4.12e-01 0.16 (0.00)

WAVE (PE-P-P) 6.23 (4.32) 1.15e-02 1.52e-01 0.20 (0.00)

ConvexAlign (PE-M-M) 6.40 (4.31) 9.33e-08 8.63e-02 0.17 (0.00)

LGRAAL (PE-P-P) 6.71 (3.62) 2.85e-03 1.66e-01 0.27 (0.07)

multiMAGNA++ (PE-M-M) 7.14 (3.89) 3.71e-03 1.36e-04 0.29 (0.00)

GHOST (PE-P-P) 7.99 (3.83) 1.08e-05 1.83e-05 0.39 (0.21)

BEAMS (PE-M-P) 8.47 (3.47) 3.04e-08 2.33e-06 0.33 (0.00)

IsoRankN (PE-M-P) 8.89 (3.69) 1.43e-10 1.02e-07 0.46 (0.00)

IsoRankN (PE-M-M) 8.97 (3.46) 4.28e-11 3.50e-07 0.43 (0.00)

BEAMS (PE-M-M) 9.13 (3.38) 1.58e-09 7.46e-08 0.44 (0.00)

Overall ranking of the NA methods for the PE framework over all evaluation tests
(where a test is a combination of an NA method, a network pair, and an alignment quality
measure) that use network pairs with unknown node mapping, for T+S alignments, for
both TQ and FQ measures. By NA method, here, we mean the combination of a PNA
or MNA method and the alignment category (Chapter 2.2.4 of the main paper). Namely,
there are 12 NA methods in the PE framework (four PNA methods associated with the PE-
P-P categories and four MNA methods associated with each of the PE-M-M and PE-M-P
categories). The table can be interpreted the same way as Supplementary Table A.4.
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TABLE A.8

OVERALL RANKING OF THE NA METHODS FOR THE ME

FRAMEWORK

NA method Overall rank p1-value p2-value Non-sig (fail)

multiMAGNA++ (ME-M-P) 1.71 (1.25) NA NA 0.00 (0.00)

WAVE (ME-P-P) 2.14 (1.46) 3.56e-01 NA 0.00 (0.00)

MAGNA++ (ME-P-P) 3.00 (2.31) 1.01e-01 2.05e-01 0.00 (0.00)

GHOST (ME-P-P) 3.86 (4.02) 9.87e-02 1.40e-01 0.14 (0.00)

multiMAGNA++ (ME-M-M) 4.00 (2.00) 4.46e-02 7.47e-02 0.00 (0.00)

LGRAAL (ME-P-P) 5.00 (3.70) 3.66e-02 2.90e-02 0.14 (0.00)

IsoRankN (ME-M-M) 7.57 (1.13) 1.08e-02 1.11e-02 0.00 (0.00)

ConvexAlign (ME-M-M) 8.71 (2.36) 1.08e-02 1.07e-02 0.00 (0.00)

BEAMS (ME-M-M) 9.14 (2.54) 1.10e-02 1.10e-02 0.29 (0.00)

IsoRankN (ME-M-P) 10.43 (1.99) 1.09e-02 1.10e-02 0.57 (0.00)

BEAMS (ME-M-P) 10.71 (1.89) 1.07e-02 1.09e-02 0.57 (0.00)

ConvexAlign (ME-M-P) 11.43 (0.98) 9.95e-03 1.05e-02 0.43 (0.00)

Overall ranking of the NA methods for the ME framework over all evaluation tests
(where a test is a combination of an NA method, a network set, and an alignment quality
measure) that use TQ measures, for T+S alignments, for networks with both known and
unknown node mapping. By NA method, here, we mean the combination of a PNA or MNA
method and the alignment category (Chapter 2.2.4 of the main document). Namely, there
are 12 NA methods in the ME framework (four PNA methods associated with the ME-P-
P categories and four MNA methods associated with each of the ME-M-M and ME-M-P
categories). The table can be interpreted the same way as Supplementary Table A.4.
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TABLE A.9

OVERALL RANKING OF THE NA METHODS FOR THE ME

FRAMEWORK

NA method Overall rank p1-value p2-value Non-sig (fail)

MAGNA++ (ME-P-P) 4.22 (2.82) NA NA 0.00 (0.00)

ConvexAlign (ME-M-M) 5.11 (3.82) 3.83e-01 NA 0.00 (0.00)

ConvexAlign (ME-M-P) 5.44 (5.27) 3.83e-01 6.12e-01 0.11 (0.00)

LGRAAL (ME-P-P) 5.78 (4.18) 3.67e-01 3.63e-01 0.22 (0.00)

GHOST (ME-P-P) 5.89 (4.59) 1.75e-01 4.06e-01 0.11 (0.00)

multiMAGNA++ (ME-M-P) 5.89 (3.98) 7.13e-02 4.06e-01 0.11 (0.00)

IsoRankN (ME-M-M) 6.00 (4.00) 2.20e-01 2.19e-01 0.22 (0.00)

WAVE (ME-P-P) 7.00 (4.47) 1.07e-02 2.36e-01 0.11 (0.00)

multiMAGNA++ (ME-M-M) 7.33 (4.18) 2.36e-02 2.38e-01 0.11 (0.00)

BEAMS (ME-M-M) 7.56 (4.67) 5.32e-02 9.04e-02 0.33 (0.00)

IsoRankN (ME-M-P) 8.78 (3.90) 2.09e-02 5.98e-02 0.44 (0.00)

BEAMS (ME-M-P) 9.00 (4.39) 2.10e-02 4.13e-02 0.56 (0.00)

Overall ranking of the NA methods for the ME framework over all evaluation tests
(where a test is a combination of an NA method, a network set, and an alignment quality
measure) that use FQ measures, for T+S alignments, for networks with both known and
unknown node mapping. By NA method, here, we mean the combination of a PNA or MNA
method and the alignment category (Chapter 2.2.4 of the main document). Namely, there
are 12 NA methods in the ME framework (four PNA methods associated with the ME-P-
P categories and four MNA methods associated with each of the ME-M-M and ME-M-P
categories). The table can be interpreted the same way as Supplementary Table A.4.
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TABLE A.10

OVERALL RANKING OF THE NA METHODS FOR THE ME

FRAMEWORK

NA method Overall rank p1-value p2-value Non-sig (fail)

GHOST (ME-P-P) 1.17 (0.41) NA NA 0.00 (0.00)

multiMAGNA++ (ME-M-P) 1.33 (0.82) 5.00e-01 NA 0.00 (0.00)

MAGNA++ (ME-P-P) 1.50 (1.22) 5.00e-01 5.00e-01 0.00 (0.00)

WAVE (ME-P-P) 2.17 (1.83) 1.73e-01 1.86e-01 0.00 (0.00)

LGRAAL (ME-P-P) 3.17 (2.40) 7.45e-02 8.68e-02 0.00 (0.00)

multiMAGNA++ (ME-M-M) 4.17 (2.48) 4.96e-02 4.96e-02 0.00 (0.00)

IsoRankN (ME-M-M) 6.33 (2.66) 2.39e-02 2.72e-02 0.00 (0.00)

IsoRankN (ME-M-P) 7.33 (3.20) 2.67e-02 2.39e-02 0.00 (0.00)

BEAMS (ME-M-M) 8.17 (3.60) 2.67e-02 2.39e-02 0.00 (0.00)

BEAMS (ME-M-P) 8.50 (4.04) 2.84e-02 2.72e-02 0.17 (0.00)

ConvexAlign (ME-M-M) 10.33 (1.03) 1.55e-02 1.55e-02 0.00 (0.00)

ConvexAlign (ME-M-P) 11.17 (2.04) 1.31e-02 1.31e-02 0.17 (0.00)

Overall ranking of the NA methods for the ME framework over all evaluation tests
(where a test is a combination of an NA method, a network set, and an alignment quality
measure) that use network pairs with known node mapping, for T+S alignments, for
both TQ and FQ measures. By NA method, here, we mean the combination of a PNA or
MNA method and the alignment category (Chapter 2.2.4 of the main document). Namely,
there are 12 NA methods in the ME framework (four PNA methods associated with the
ME-P-P categories and four MNA methods associated with each of the ME-M-M and ME-
M-P categories). The table can be interpreted the same way as Supplementary Table A.4.
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TABLE A.11

OVERALL RANKING OF THE NA METHODS FOR THE ME

FRAMEWORK

NA method Overall rank p1-value p2-value Non-sig (fail)

ConvexAlign (ME-M-M) 4.50 (2.76) NA NA 0.00 (0.00)

MAGNA++ (ME-P-P) 5.00 (2.31) 3.60e-01 NA 0.00 (0.00)

multiMAGNA++ (ME-M-P) 5.70 (3.80) 2.21e-01 4.39e-01 0.10 (0.00)

ConvexAlign (ME-M-P) 6.20 (5.33) 1.42e-01 3.04e-01 0.30 (0.00)

WAVE (ME-P-P) 6.50 (4.45) 1.92e-01 2.06e-01 0.10 (0.00)

LGRAAL (ME-P-P) 6.80 (4.02) 1.06e-01 3.41e-01 0.30 (0.00)

IsoRankN (ME-M-M) 6.90 (3.48) 3.96e-03 1.92e-01 0.20 (0.00)

multiMAGNA++ (ME-M-M) 6.90 (4.07) 1.10e-01 1.00e-01 0.10 (0.00)

GHOST (ME-P-P) 7.30 (3.95) 6.28e-02 1.20e-01 0.20 (0.00)

BEAMS (ME-M-M) 8.30 (4.19) 2.05e-02 6.30e-02 0.50 (0.00)

BEAMS (ME-M-P) 10.50 (3.17) 2.86e-03 7.06e-03 0.80 (0.00)

IsoRankN (ME-M-P) 10.80 (2.57) 2.82e-03 7.06e-03 0.80 (0.00)

Overall ranking of the NA methods for the ME framework over all evaluation tests
(where a test is a combination of an NA method, a network set, and an alignment quality
measure) that use network pairs with unknown node mapping, for T+S alignments, for
both TQ and FQ measures. By NA method, here, we mean the combination of a PNA or
MNA method and the alignment category (Chapter 2.2.4 of the main document). Namely,
there are 12 NA methods in the ME framework (four PNA methods associated with the
ME-P-P categories and four MNA methods associated with each of the ME-M-M and ME-
M-P categories). The table can be interpreted the same way as Supplementary Table A.4.
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TABLE A.12

OVERALL RANKING OF THE NA METHODS FOR THE ME

FRAMEWORK

NA method Overall rank

multiMAGNA++ (ME-M-M) 2.25 (1.50)

MAGNA++ (ME-P-P) 3.25 (3.20)

ConvexAlign (ME-M-P) 4.25 (1.71)

GHOST (ME-P-P) 4.25 (2.36)

LGRAAL (ME-P-P) 4.25 (1.50)

WAVE (ME-P-P) 5.00 (2.45)

multiMAGNA++ (ME-M-P) 6.25 (1.50)

IsoRankN (ME-M-M) 7.75 (3.30)

ConvexAlign (ME-M-M) 8.25 (0.96)

IsoRankN (ME-M-P) 9.50 (0.58)

Overall ranking of the NA methods for the ME framework over all evaluation tests
(where a test is a combination of an NA method and a network set) that use the mean
normalized entropy measure, for T alignments. By NA method, here, we mean the
combination of a PNA or MNA method and the alignment category (Chapter 2.2.4 of the
main document). Namely, there are 12 NA methods in the ME framework (four PNA
methods associated with the ME-P-P categories and four MNA methods associated with
each of the ME-M-M and ME-M-P categories). The alignment categories are color coded.
The “Overall rank” column shows the rank of each method averaged over all evaluation tests,
along with the corresponding standard deviation (in brackets). Since there are 12 methods
in a given framework, the possible ranks range from 1 to 12. The lower the rank, the better
the given method.
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TABLE A.13

OVERALL RANKING OF THE NA METHODS FOR THE ME

FRAMEWORK

NA method Overall rank

LGRAAL (ME-P-P) 3.5 (1.00)

IsoRankN (ME-M-M) 4.25 (4.72)

multiMAGNA++ (ME-M-P) 5.25 (4.35)

MAGNA++ (ME-P-P) 5.50 (4.43)

ConvexAlign (ME-M-M) 6.75 (2.22)

multiMAGNA++ (ME-M-M) 7.00 (4.05)

WAVE (ME-P-P) 7.00 (2.94)

BEAMS (ME-M-P) 7.25 (4.11)

IsoRankN (ME-M-P) 7.5 (4.20)

GHOST (ME-P-P) 7.5 (4.79)

BEAMS (ME-M-M) 8.25 (1.50)

ConvexAlign (ME-M-P) 8.25 (2.06)

Overall ranking of the NA methods for the ME framework over all evaluation tests
(where a test is a combination of an NA method and a network set) that use the mean
normalized entropy measure, for T+S alignments. By NA method, here, we mean
the combination of a PNA or MNA method and the alignment category (Chapter 2.2.4 of
the main document). Namely, there are 12 NA methods in the ME framework (four PNA
methods associated with the ME-P-P categories and four MNA methods associated with
each of the ME-M-M and ME-M-P categories). The table can be interpreted the same way
as Supplementary Table A.12.
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TABLE A.14

OVERALL RANKING OF THE NA METHODS FOR THE ME

FRAMEWORK

NA method Overall rank p1-value p2-value Non-sig (fail)

multiMAGNA++ (ME-M-P) 1.71 (1.25) NA NA 0.00 (0.00)

WAVE (ME-P-P) 2.29 (1.60) 2.85e-01 NA 0.00 (0.00)

MAGNA++ (ME-P-P) 3.29 (2.75) 9.87e-02 2.05e-01 0.00 (0.00)

GHOST (ME-P-P) 4.00 (4.08) 1.01e-01 1.40e-01 0.14 (0.00)

multiMAGNA++ (ME-M-M) 4.14 (1.86) 3.67e-02 7.47e-02 0.00 (0.00)

LGRAAL (ME-P-P) 5.14 (3.63) 2.92e-02 2.90e-02 0.14 (0.00)

IsoRankN (ME-M-M) 7.86 (1.35) 1.07e-02 1.12e-02 0.00 (0.00)

GEDEVO-M (ME-M-M) 8.80 (4.66) 2.95e-02 5.28e-02 0.00 (0.00)

ConvexAlign (ME-M-M) 9.14 (2.41) 1.10e-02 1.11e-02 0.00 (0.00)

BEAMS (ME-M-M) 9.43 (2.64) 1.09e-02 1.10e-02 0.29 (0.00)

IsoRankN (ME-M-P) 10.71 (2.29) 1.10e-02 1.11e-02 0.57 (0.00)

BEAMS (ME-M-P) 11.00 (2.16) 1.01e-02 1.10e-02 0.57 (0.00)

ConvexAlign (ME-M-P) 12.00 (1.15) 1.07e-02 1.08e-02 0.43 (0.00)

Overall ranking of the NA methods for the ME framework over all evaluation tests
(where a test is a combination of an NA method, a network set, and an alignment quality
measure) that use TQ measures, for T+S alignments, for networks with both known and
unknown node mapping. The table mimics the analyses from Supplementary Table A.8 with
the inclusion of an additional method, GEDEVO-M associated with the ME-M-M category.
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TABLE A.15

OVERALL RANKING OF THE NA METHODS FOR THE ME

FRAMEWORK

NA method Overall rank p1-value p2-value Non-sig (fail)

MAGNA++ (ME-P-P) 4.22 (2.82) NA NA 0.00 (0.00)

ConvexAlign (ME-M-M) 5.11 (3.82) 3.83e-01 NA 0.00 (0.00)

ConvexAlign (ME-M-P) 5.56 (5.43) 3.83e-01 6.12e-01 0.11 (0.00)

LGRAAL (ME-P-P) 5.89 (4.37) 3.67e-01 3.37e-01 0.22 (0.00)

GHOST (ME-P-P) 6.00 (4.77) 1.75e-01 3.83e-01 0.11 (0.00)

multiMAGNA++ (ME-M-P) 6.00 (4.18) 7.13e-02 3.83e-01 0.11 (0.00)

IsoRankN (ME-M-M) 6.11 (4.20) 2.20e-01 2.02e-01 0.22 (0.00)

WAVE (ME-P-P) 7.11 (4.62) 1.07e-02 2.20e-01 0.11 (0.00)

multiMAGNA++ (ME-M-M) 7.44 (4.33) 2.36e-02 2.20e-01 0.11 (0.00)

BEAMS (ME-M-M) 7.67 (4.80) 5.32e-02 8.02e-02 0.33 (0.00)

IsoRankN (ME-M-P) 9.00 (4.12) 2.07e-02 4.80e-02 0.44 (0.00)

BEAMS (ME-M-P) 9.33 (4.66) 2.10e-02 3.28e-02 0.56 (0.00)

GEDEVO-M (ME-M-M) 12.50 (0.84) 1.68e-02 1.78e-02 0.33 (0.00)

Overall ranking of the NA methods for the ME framework over all evaluation tests
(where a test is a combination of an NA method, a network set, and an alignment quality
measure) that use FQ measures, for T+S alignments, for networks with both known and
unknown node mapping. The table mimics the analyses from Supplementary Table A.9 with
the inclusion of an additional method, GEDEVO-M associated with the ME-M-M category.
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TABLE A.16

OVERALL RANKING OF THE NA METHODS FOR THE ME

FRAMEWORK

NA method Overall rank p1-value p2-value Non-sig (fail)

GHOST (ME-P-P) 1.17 (0.41) NA NA 0.00 (0.00)

multiMAGNA++ (ME-M-P) 1.33 (0.82) 5.00e-01 NA 0.00 (0.00)

MAGNA++ (ME-P-P) 1.50 (1.22) 5.00e-01 5.00e-01 0.00 (0.00)

WAVE (ME-P-P) 2.17 (1.83) 1.73e-01 1.86e-01 0.00 (0.00)

LGRAAL (ME-P-P) 3.17 (2.40) 7.45e-02 8.68e-02 0.00 (0.00)

multiMAGNA++ (ME-M-M) 4.17 (2.48) 4.96e-02 4.96e-02 0.00 (0.00)

IsoRankN (ME-M-M) 6.33 (2.66) 2.39e-02 2.72e-02 0.00 (0.00)

IsoRankN (ME-M-P) 7.33 (3.20) 2.67e-02 2.39e-02 0.00 (0.00)

BEAMS (ME-M-M) 8.17 (3.60) 2.67e-02 2.39e-02 0.00 (0.00)

BEAMS (ME-M-P) 8.67 (4.23) 2.90e-02 2.84e-02 0.17 (0.00)

ConvexAlign (ME-M-M) 10.50 (1.22) 1.70e-02 1.70e-02 0.00 (0.00)

ConvexAlign (ME-M-P) 11.50 (2.26) 1.68e-02 1.68e-02 0.17 (0.00)

GEDEVO-M (ME-M-M) 12.33 (0.82) 1.68e-02 1.70e-02 0.00 (0.00)

Overall ranking of the NA methods for the ME framework over all evaluation tests
(where a test is a combination of an NA method, a network set, and an alignment quality
measure) that use network pairs with known node mapping, for T+S alignments, for
both TQ and FQ measures. The table mimics the analyses from Supplementary Table A.10
with the inclusion of an additional method, GEDEVO-M associated with the ME-M-M
category.
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TABLE A.17

OVERALL RANKING OF THE NA METHODS FOR THE ME

FRAMEWORK

NA method Overall rank p1-value p2-value Non-sig (fail)

ConvexAlign (ME-M-M) 4.70 (3.02) NA NA 0.00 (0.00)

MAGNA++ (ME-P-P) 5.20 (2.44) 3.60e-01 NA 0.00 (0.00)

multiMAGNA++ (ME-M-P) 5.80 (3.99) 2.86e-01 4.80e-01 0.10 (0.00)

ConvexAlign (ME-M-P) 6.50 (5.66) 1.42e-01 3.04e-01 0.30 (0.00)

WAVE (ME-P-P) 6.70 (4.52) 2.07e-01 2.06e-01 0.10 (0.00)

LGRAAL (ME-P-P) 7.00 (4.08) 1.17e-01 3.41e-01 0.30 (0.00)

multiMAGNA++ (ME-M-M) 7.10 (4.09) 1.10e-01 1.10e-01 0.10 (0.00)

IsoRankN (ME-M-M) 7.20 (3.74) 3.96e-03 1.92e-01 0.20 (0.00)

GHOST (ME-P-P) 7.50 (4.03) 7.61e-02 1.30e-01 0.20 (0.00)

BEAMS (ME-M-M) 8.60 (4.38) 2.06e-02 6.30e-02 0.50 (0.00)

GEDEVO-M (ME-M-M) 9.00 (4.85) 1.39e-01 2.05e-01 0.40 (0.00)

BEAMS (ME-M-P) 10.90 (3.41) 2.91e-03 7.12e-03 0.80 (0.00)

IsoRankN (ME-M-P) 11.20 (2.82) 2.86e-03 7.12e-03 0.80 (0.00)

Overall ranking of the NA methods for the ME framework over all evaluation tests
(where a test is a combination of an NA method, a network set, and an alignment quality
measure) that use networks pairs with unknown node mapping, for T+S alignments,
for both TQ and FQ measures. The table mimics the analyses from Supplementary Table
A.11 with the inclusion of an additional method, GEDEVO-M associated with the ME-M-M
category.
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TABLE A.18

OVERALL RANKING OF THE NA METHODS FOR THE ME

FRAMEWORK

NA method Overall rank p1-value p2-value Non-sig (fail)

MAGNA++ (ME-P-P) 3.81 (2.74) NA NA 0.00 (0.00)

multiMAGNA++ (ME-M-P) 4.12 (3.84) 5.18e-01 NA 0.06 (0.00)

WAVE (ME-P-P) 5.00 (4.31) 1.26e-01 3.91e-02 0.06 (0.00)

GHOST (ME-P-P) 5.12 (4.46) 1.98e-01 1.52e-01 0.12 (0.00)

LGRAAL (ME-P-P) 5.56 (3.95) 1.24e-01 8.38e-02 0.19 (0.00)

multiMAGNA++ (ME-M-M) 6.00 (3.78) 1.87e-02 5.39e-03 0.06 (0.00)

ConvexAlign (ME-M-M) 6.88 (3.79) 3.91e-02 8.88e-02 0.00 (0.00)

IsoRankN (ME-M-M) 6.88 (3.30) 1.32e-02 1.97e-02 0.12 (0.00)

ConvexAlign (ME-M-P) 8.38 (5.21) 1.68e-02 1.42e-02 0.25 (0.00)

BEAMS (ME-M-M) 8.44 (3.98) 3.42e-03 5.35e-03 0.31 (0.00)

IsoRankN (ME-M-P) 9.75 (3.45) 6.25e-04 1.01e-03 0.50 (0.00)

BEAMS (ME-M-P) 10.06 (3.77) 6.50e-04 1.21e-03 0.56 (0.00)

GEDEVO-M (ME-M-M) 10.82 (3.57) 5.36e-03 2.90e-03 0.18 (0.00)

Overall ranking of the NA methods for the ME framework over all evaluation tests
(where a test is a combination of an NA method, a network set, and an alignment quality
measure) for T+S alignments, for both TQ and FQ measures, for networks with both known
and unknown node mapping. The table mimics the analyses from View I of Figure 5 from
the main document, with the inclusion of an additional method, GEDEVO-M associated
with the ME-M-M category.
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Figure A.1. Clustering of NA methods, each with its T and T+S versions,
using each of the PE and ME frameworks. Clustering is based on pairwise
method similarities, which we compute as follows. The similarity between
two NA methods is the mean of the Adjusted Rand Index (ARI; explained
below) of each pair of corresponding alignments produced by the two NA
methods, over all network pairs/sets. Each alignment of a network pair/set
is a set of node groups, i.e., a partition of the nodes in all of the networks in
the network pair/set, and we measure similarity between two alignments by
comparing their partitions using ARI. ARI [167] is a widely used measure
to calculate the similarity between two partitions. Given the similarities
between all pairs of the NA methods, we cluster using complete linkage
hierachical clustering [50] and visualize the clustering using a dendrogram.
The results shown in this figure rely on all alignments over all network sets
(Yeast+%LC, PHY1, PHY2, Y2H1, and Y2H2). Equivalent results broken
down into results for networks with known node mapping and results for
networks with unknown node mapping are shown in Supplementary Figs.
A.2 and A.3, respectively.
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Figure A.2. Clustering of NA methods, each with its T and T+S versions,
using all network sets with (a) known node mapping and (b) unknown
node mapping in the PE framework. The figure can be interpreted the
same way as Supplementary Fig. A.1.
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Figure A.3. Clustering of NA methods, each with its T and T+S versions,
using all network sets with (a) known node mapping and (b) unknown
node mapping in the ME framework. The figure can be interpreted the
same way as Supplementary Fig. A.1.
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Figure A.4. Overall ranking of an NA method versus its running time for the
PE framework over all evaluation tests (where a test is a combination of
an NA method, a network pair, and an alignment quality measure). By NA
method, here, we mean the combination of a PNA or MNA method and the
alignment category (Chapter 2.2.4 of the main document). Namely, there are
12 NA methods in the PE framework (four PNA methods associated with the
PE-P-P categories and four MNA methods associated with each of the PE-
M-M and PE-M-P categories). The running time results are when aligning
all network pairs in the Y2H1 network set, where each method is restricted to
use a single core. The size of each point visualizes the overall ranking of the
corresponding method over all evaluation tests over all network pairs/sets,
corresponding to the “Overall rank” column in View I of Fig. 2.5 in the main
document; the larger the point size, the better the method. In order to allow
for easier comparison between the different alignment categories, “Average”
shows the average running times and average rankings of the methods in
each alignment category.
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Figure A.5. Overall ranking of an NA method versus its running time for the
ME framework over all evaluation tests (where a test is a combination of
an NA method, a network pair, and an alignment quality measure). By NA
method, here, we mean the combination of a PNA or MNA method and the
alignment category (Chapter 2.2.4 of the main document). Namely, there
are 12 NA methods in the ME framework (four PNA methods associated
with the ME-P-P categories and four MNA methods associated with each of
the ME-M-M and ME-M-P categories). The running time results are when
aligning the Y2H1 network set, where each method is restricted to use a
single core. The size of each point visualizes the overall ranking of the
corresponding method over all evaluation tests over all network pairs/sets,
corresponding to the “Overall rank” column in View I of Fig. 2.5 in the main
document; the larger the point size, the better the method. In order to allow
for easier comparison between the different alignment categories, “Average”
shows the average running times and average rankings of the methods in
each alignment category.
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Figure A.6. Method comparison results for each of the PE and ME frame-
works over all evaluation tests (where a test is a combination of an NA
method, a network pair/set, and an alignment quality measure), for T align-
ments. By NA method, here, we mean the combination of a PNA or MNA
method and the alignment category (Chapter 2.2.4 of the main document).
Namely, there are 12 NA methods in the PE framework (four PNA methods
associated with the PE-P-P categories and four MNA methods associated
with each of the PE-M-M and PE-M-P categories) and 12 NA methods in
the ME framework (four PNA methods associated with the ME-P-P cat-
egories and four MNA methods associated with each of the ME-M-M and
ME-M-P categories). The alignment categories are color coded. View I.
Overall ranking of the NA methods. The “Overall rank” column shows the
rank of each method averaged over all evaluation tests, along with the corre-
sponding standard deviation (in brackets). Since there are 12 methods in a
given framework, the possible ranks range from 1 to 12. The lower the rank,
the better the given method. The “p1-value” column shows the statistical
significance of the difference between the ranking of each method and the 1st
best ranked method. The “p2-value” column shows the statistical significance
of the difference between the ranking of each method and the 2nd best ranked
method. The “Non. sig. (fail)” column shows the fraction of evaluation tests
in which the alignment quality score is not statistically significant, and, in
brackets, the fraction of evaluation tests in which the given NA method failed
to produce an alignment. Equivalent results over all evaluation tests broken
down into functional and topological alignment quality measures, as well as
over all evaluation tests broken down into network pairs/sets with known
and unknown node mapping, are shown in Supplementary Tables A.4–A.11.
View II. Alternative view of ranking of the NA methods. Each pie chart
shows the fraction of evaluation test ranks that fall into the 1–4, 5–8, and 9–
12 rank bins out of all evaluation test ranks in the given alignment category.
For example, for the PE framework, in the PE-P-P alignment category, 56%,
26%, and 18% of the evaluation test ranks fall into ranks 1–4, 5–8, and 9–12,
respectively, totaling to 100% of the evaluation test ranks in the PE-P-P
alignment category. The pie charts allow us to compare the three alignment
categories rather than individual NA methods in each category. The larger
the pie chart for the better (lower) ranks, and the smaller the pie chart for
the worse (higher) ranks, the better the alignment category. For example, in
the PE framework, PE-P-P has the most evaluation tests ranked 1–4 and the
fewest evaluation tests ranked 9–12, followed by PE-M-P, followed by PE-
M-M. This implies that PE-P-P is superior to PE-M-P and PE-M-M. The
pie charts are color coded with respect to alignments of network pairs/sets
with known and unknown node mapping, and FQ and TQ measures.
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View III. Overall ranking of an NA method versus its running time. The
latter are running time results when aligning all network pairs in the Y2H1

network set under the PE framework, and when aligning the Y2H1 net-
work set under the ME framework, where each method is restricted to use
a maximum of 64 cores. The size of each point visualizes the overall rank-
ing of the corresponding method over all evaluation tests over all network
pairs/sets, corresponding to the “Overall rank” column in View I; the larger
the point size, the better the method. In order to allow for easier compari-
son between the different alignment categories, “Average” shows the average
running times and average rankings of the methods in each alignment cat-
egory.
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NA method Overall rank p1-value p2-value Non-sig (fail)

WAVE (PE-P-P) 4.32 (3.44) NA NA 0.24 (0.00)
multiMAGNA++ (PE-M-P) 4.72 (3.65) 1.98e-01 NA 0.30 (0.00)

MAGNA++ (PE-P-P) 4.82 (3.57) 7.53e-02 1.75e-01 0.29 (0.00)
LGRAAL (PE-P-P) 5.02 (3.58) 1.00e-02 1.81e-01 0.31 (0.05)

multiMAGNA++ (PE-M-M) 6.29 (2.73) 1.30e-08 1.56e-08 0.31 (0.00)
GHOST (PE-P-P) 6.79 (3.12) 2.05e-10 5.93e-07 0.40 (0.15)

IsoRankN (PE-M-M) 8.15 (2.83) 6.80e-09 5.56e-08 0.56 (0.00)
ConvexAlign (PE-M-P) 8.24 (2.05) 3.01e-12 2.08e-11 0.44 (0.00)

IsoRankN (PE-M-P) 8.74 (2.61) 2.45e-10 5.90e-10 0.68 (0.00)
ConvexAlign (PE-M-M) 8.92 (1.48) 2.60e-14 1.67e-12 0.54 (0.00)

NA method Overall rank p1-value p2-value Non-sig (fail)

MAGNA++ (ME-P-P) 3.75 (3.32) NA NA 0.19 (0.00)
multiMAGNA++ (ME-M-P) 4.06 (3.70) 4.10e-01 NA 0.25 (0.00)
multiMAGNA++ (ME-M-M) 4.81 (2.43) 2.46e-02 9.15e-02 0.12 (0.00)

WAVE (ME-P-P) 4.81 (3.25) 1.86e-02 5.60e-02 0.25 (0.00)
LGRAAL (ME-P-P) 6.06 (3.43) 7.78e-03 1.80e-02 0.38 (0.00)

IsoRankN (ME-M-M) 6.56 (3.74) 6.20e-02 1.56e-01 0.25 (0.00)
GHOST (ME-P-P) 7.06 (2.52) 8.31e-03 1.22e-02 0.31 (0.00)

ConvexAlign (ME-M-M) 7.44 (2.34) 8.32e-03 1.25e-02 0.25 (0.00)
IsoRankN (ME-M-P) 7.81 (3.43) 1.17e-02 3.35e-02 0.56 (0.00)

ConvexAlign (ME-M-P) 9.12 (2.28) 1.10e-03 1.43e-03 0.62 (0.00)
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Figure A.7. Comparison of protein function prediction accuracy between
the new (approach 3) versus the existing prediction approach for multiple
alignments (approach 2), for all alignments from the ME framework (i.e.,
ME-P-P, ME-M-P, and ME-M-M categories). We calculate the prediction
accuracy as described in Fig. 2.6 in the main document. Each column shows
the precision and recall achieved by the new or existing prediction approach
for each NA method, as well as the number of predictions made by the
approach. The alignments are separated into networks sets with known and
unknown mapping.
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Figure A.8. Comparison of protein function prediction accuracy under the
PE framework (i.e., PE-P-P, PE-M-P, and PE-M-M categories) and ME
framework (i.e., ME-P-P, ME-M-P, and ME-M-M categories). We calculate
the prediction accuracy as described in Fig. 2.6 in the main document.
Each column shows the precision and recall achieved by the new or existing
prediction approach for each NA method, as well as the number of predictions
made by the approach. The alignments are separated into networks sets with
known and unknown mapping.
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Figure A.9: Illustration of the effect of the choice of scaffold network on alignment
quality when combining pairwise alignments into a multiple alignment. These are
representative results for one of the analyzed TQ measures (NCV-CIQ; panel (a)), one
of the analyzed FQ measures (GO correctness – GC; panel (b)), one of the analyzed
network sets (Y2H1), and one of the analyzed NA methods (WAVE). Clearly, different
choices of scaffold network (x-axis) yield different alignment quality scores (y-axis).
The same holds for other combinations of alignment quality measures, network sets,
and NA methods. In our evaluation, of all scaffold network choices, the one that yields
the best multiple alignment is chosen. In this particular representative scenario, it is
the human network that was chosen as the scaffold, since this scaffold choice clearly
yields significantly better alignment quality than any other scaffold choice.
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Figure A.10. Comparison of protein function prediction accuracy under the
the PE and ME frameworks, where we use approach 2 for the ME framework
(rather than using approach 3 for the ME framework like we do in Fig. 2.7
of the main document). The figure can be interpreted the same way as Fig.
2.6 in the main document.
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A.3 Supplementary files

File A.1. GuS022022D_supplementary1.csv. Detailed alignment quality scores for

the PE framework.

File A.2. GuS022022D_supplementary2.csv. Detailed alignment quality scores for

the ME framework.
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APPENDIX B

HETEROGENEOUS NETWORK ALIGNMENT

B.1 Results

(a) (b) (c)

Figure B.1. Detailed alignment quality results regarding the effect of the
number of node colors on alignment quality as a function of noise level
for synthetic, specifically geometric, networks using (a) WAVE, (b)
MAGNA++, and (c) SANA. Gray squares, light blue circles, dark blue trian-
gles, and black stars indicate the aligned networks containing one, two, three,
and four node colors, respectively. For two or more node colors, solid lines
represent using HetNC-HomEC, and dashed lines represent using HetNC-
HetEC.
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(a) (b) (c)

Figure B.2. Detailed alignment quality results regarding the effect of the
number of node colors on alignment quality as a function of noise level
for synthetic, specifically scale-free, networks using (a) WAVE, (b)
MAGNA++, and (c) SANA. The figure can be interpreted in the same way
as Supplementary Figure B.1.

(a) (b)

Figure B.3. Detailed alignment quality results regarding the effect of the
number of node colors on alignment quality as a function of noise level for
PPI, specifically APMS-Expr, networks using (a) WAVE and (b) SANA.
The figure can be interpreted in the same way as Supplementary Figure B.1.
Recall that for these larger networks, we have not run MAGNA++ due to
its high computational complexity.
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(a) (b)

Figure B.4. Detailed alignment quality results regarding the effect of the
number of node colors on alignment quality as a function of noise level for
PPI, specifically APMS-Seq, networks using (a) WAVE and (b) SANA.
The figure can be interpreted in the same way as Supplementary Figure B.1.
Recall that for these larger networks, we have not run MAGNA++ due to
its high computational complexity.

(a) (b)

Figure B.5. Detailed alignment quality results regarding the effect of the
number of node colors on alignment quality as a function of noise level for
PPI, specifically Y2H-Expr, networks using (a) WAVE and (b) SANA.
The figure can be interpreted in the same way as Supplementary Figure B.1.
Recall that for these larger networks, we have not run MAGNA++ due to
its high computational complexity.
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(a) (b)

Figure B.6. Detailed alignment quality results regarding the effect of the
number of node colors on alignment quality as a function of noise level
for PPI, specifically Y2H-Seq, networks using (a) WAVE and (b) SANA.
The figure can be interpreted in the same way as Supplementary Figure B.1.
Recall that for these larger networks, we have not run MAGNA++ due to
its high computational complexity.

(a) (b)

Figure B.7. Detailed alignment quality results regarding the effect of the
number of node colors on alignment quality as a function of noise level
for protein-GO, specifically protein-GO-APMS, networks using (a)
WAVE and (b) SANA. The figure can be interpreted in the same way as
Supplementary Figure B.1. Recall that for these larger networks, we have
not run MAGNA++ due to its high computational complexity.
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(a) (b)

Figure B.8. Detailed alignment quality results regarding the effect of the
number of node colors on alignment quality as a function of noise level for
protein-GO, specifically protein-GO-Y2H, networks using (a) WAVE
and (b) SANA. The figure can be interpreted in the same way as Supple-
mentary Figure B.1. Recall that for these larger networks, we have not run
MAGNA++ due to its high computational complexity.
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(a) (b)

(c) (d)

(e) (f)

Figure B.9. Detailed results comparing the running time and effect of the
number of node colors for different methods for all tested noise levels on
synthetic, specifically geometric, networks. The x -axis the the running
time of the method, and the y-axis is the alignment quality. Here we use
different shapes to represent the different methods and different colored lines
to represent how many node colors are used. Lines are drawn between meth-
ods using the same number of colors.
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(a) (b)

(c) (d)

(e) (f)

Figure B.10. Detailed results comparing the running time and effect of the
number of node colors for different methods for all tested noise levels on
synthetic, specifically scale-free, networks. The figure can be interpreted
in the same way as Supplementary Figure B.9.
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(a) (b)

(c) (d)

(e) (f)

Figure B.11. Detailed results comparing the running time and effect of the
number of node colors for different methods for all tested noise levels on
PPI, specifically APMS-Expr, networks. The figure can be interpreted
in the same way as Supplementary Figure B.9.
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(a) (b)

(c) (d)

(e) (f)

Figure B.12. Detailed results comparing the running time and effect of the
number of node colors for different methods for all tested noise levels on
PPI, specifically APMS-Seq, networks. The figure can be interpreted in
the same way as Supplementary Figure B.9.
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(a) (b)

(c) (d)

(e) (f)

Figure B.13. Detailed results comparing the running time and effect of the
number of node colors for different methods for all tested noise levels on
PPI, specifically Y2H-Expr, networks. The figure can be interpreted in
the same way as Supplementary Figure B.9.
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(a) (b)

(c) (d)

(e) (f)

Figure B.14. Detailed results comparing the running time and effect of the
number of node colors for different methods for all tested noise levels on
PPI, specifically Y2H-Seq, networks. The figure can be interpreted in
the same way as Supplementary Figure B.9.
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(a) (b)

(c) (d)

(e) (f)

Figure B.15. Detailed results comparing the running time and effect of the
number of node colors for different methods for all tested noise levels on
protein-GO, specifically protein-GO-APMS, networks. The figure can
be interpreted in the same way as Supplementary Figure B.9.
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(a) (b)

(c) (d)

(e) (f)

Figure B.16. Detailed results comparing the running time and effect of the
number of node colors for different methods for all tested noise levels on
protein-GO, specifically protein-GO-Y2H, networks. The figure can
be interpreted in the same way as Supplementary Figure B.9.
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APPENDIX C

DATA-DRIVEN NETWORK ALIGNMENT

C.1 TARA: Data-driven network alignment

C.1.1 Results

(a) (b) (c)

(d) (e) (f)

Figure C.1. Distribution of topological similarity (GDV-similarity) between
node pairs of a (a,b,c) geometric and (d,e,f) scale-free network and their
(a,d) 0%, (b,e) 25% noisy, and (c,f) 50% noisy counterparts. We show three
lines representing the distribution of topological similarity for matching, i.e.,
functionally related, node pairs (blue), for non-matching, i.e., functionally
unrelated, node pairs (red), and for 10 random samples of the same size as
the set of matching pairs, averaged (purple).
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(a) (b) (c)

(d) (e) (f)

Figure C.2. Distribution of topological similarity (GHOST) between node
pairs of a (a,b,c) geometric and (d,e,f) scale-free network and their (a,d)
0%, (b,e) 25% noisy, and (c,f) 50% noisy counterparts. We show three
lines representing the distribution of topological similarity for matching, i.e.,
functionally related, node pairs (blue), for non-matching, i.e., functionally
unrelated, node pairs (red), and for 10 random samples of the same size as
the set of matching pairs, averaged (purple).
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(a) (b) (c)

(d) (e) (f)

Figure C.3. Distribution of topological similarity (IsoRank) between node
pairs of a (a,b,c) geometric and (d,e,f) scale-free network and their (a,d)
0%, (b,e) 25% noisy, and (c,f) 50% noisy counterparts. We show three
lines representing the distribution of topological similarity for matching, i.e.,
functionally related, node pairs (blue), for non-matching, i.e., functionally
unrelated, node pairs (red), and for 10 random samples of the same size as
the set of matching pairs, averaged (purple).
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(a) (b)

(c) (d)

Figure C.4. Average (a,b) prediction accuracy and (c,d) AUROC of 10-
fold cross validation for (a,c) geometric and (b,d) scale-free networks.
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(a) (b)

(c) (d)

Figure C.5. Average (a,b) prediction accuracy and (c,d) AUROC of per-
cent training tests for (a,c) geometric and (b,d) scale-free networks.

(a) (b)

Figure C.6. Average (a) prediction accuracy and (b) AUROC of 10-fold
cross validation for real-world networks.

256



(a) (b)

Figure C.7. Average (a) prediction accuracy and (b) AUROC of percent
training tests for real-world networks.
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Figure C.8. Comparison of different TARA evaluation tests in the task of
protein function prediction, for GO term rarity thresholds (a, d, g) ALL,
(b, e) 50, and (c, f) 25 using ground truth datasets (a, b, c) atleast1-EXP,
(d, e, f) atleast2-EXP, and (g) atleast3-EXP. Different percent training
tests, specifically 10, 50, and 90, are compared within each panel. The
alignment size (i.e., the number of aligned yeast-protein pairs) and number
of functional predictions (i.e., predicted protein-GO term associations) made
by each method, averaged over the 10 instances we perform for each test, are
shown on the top. For example, the alignment for TARA-90 in (a) contains
27,155 aligned yeast-human protein pairs, and predicts 91,618 protein-GO
term associations. Raw precision, recall, and F-score values are color-coded
inside each panel.

258



(a) (b) (c)

(d) (e) (f)

(g)
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Figure C.9. Comparison of the six considered NA methods for rarity thresh-
olds (a, d, g) ALL, (b, e) 50, and (c, f) 25 using ground truth datasets (a,
b, c) atleast1-EXP, (d, e, f) atleast2-EXP, and (g) atleast3-EXP in the
task of protein function prediction. The alignment size (i.e., the number of
aligned yeast-protein pairs) and number of functional predictions (i.e., pre-
dicted protein-GO term associations) made by each method. For example,
the alignment for TARA in (a) contains 27,155 aligned yeast-human protein
pairs, and predicts 91,618 protein-GO term associations. Raw precision, re-
call, and F-score values are color-coded inside each panel.
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(a) (b) (c)

(d) (e) (f)

(g)
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(a) (b) (c)

(d) (e) (f)

(g)

Figure C.10. Overlap of the functional predictions made by TARA and
PrimAlign for GO term rarity thresholds (a, d, g) ALL, (b, e) 50, and (c,
f) 25 using ground truth datasets (a, b, c) atleast1-EXP, (d, e, f) atleast2-
EXP, and (g) atleast3-EXP. Percentages are out of the total number of
unique predictions made by both methods combined.
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Figure C.11. Comparison of TARA on the 2017 versus 2020 networks for
rarity thresholds (a, d, g) ALL, (b, e) 50, and (c, f) 25 using ground truth
datasets (a, b, c) atleast1-EXP, (d, e, f) atleast2-EXP, and (g) atleast3-
EXP in the task of protein function prediction. The alignment size (i.e., the
number of aligned yeast-protein pairs) and number of functional predictions
(i.e., predicted protein-GO term associations) made by each method. For
example, the alignment for TARA-2017 in panel (a) contains 27,155 aligned
yeast-human protein pairs, and predicts 91,618 protein-GO term associa-
tions. Raw precision, recall, and F-score values are color-coded inside each
panel.
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(a) (b) (c)

(d) (e) (f)

(g)
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C.1.2 Supplementary files

File C.1. GuS022022D_supplementary3.xlsx. Detailed statistics regarding predic-

tions made by TARA and PrimAlign-TS
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C.2 Towards TARA++: Integrating topology and sequence to prediction function

C.2.1 Methods

C.2.1.1 TARA-TS’s feature extraction methodology

Graphlets. TARA relies on graphlets, which are small subgraphs (a path, triangle,

square, etc., generally up to five nodes). Graphlets are often used to summarize the

extended neighborhood of a node into its feature vector, as follows. For a node, for

each automorphism orbit (intuitively, node symmetry group) in a graphlet, one can

count how many times the node participates in each graphlet at each of its orbits.

Then, the graphlet-based feature vector of a node, or the node’s graphlet degree vector

(GDV), is formed out of the counts of all considered graphlets/orbits that appear in

the node’s extended network neighborhood; for details, see [112]. To obtain the

feature of a node pair, TARA takes the element-wise absolute difference of the nodes’

GDVs. We found this to be the best (i.e., most accurate) way to simultaneously

combine GDVs of both nodes out of all ways that we tested [68]. So TARA-TS can

apply the same graphlet counting procedure to the integrated network, obtaining the

GDV for each yeast and human node, and taking the absolute difference of two nodes’

GDVs to obtain the feature vector of the yeast-human node pair.

Node2vec. Node2vec method uses random walks to explore the neighborhood of a

node in a network. For a node u, random walks starting at u are performed, and the

sequence of nodes visited by each random walk is recorded. The number of random

walks performed per node is controlled by the parameter “Number of walks per source

(-r:)”, and the length of a random walk is controlled by the parameter “Length of

walk per source (-l:)”. This process is repeated for every node in the network. Then,

a skip-gram model is applied over all sequences of nodes and the feature vector of

each node is obtained; for details, see [66]. The only way to use node2vec, a single-

network method, in the multi-network NA task, is to first integrate the two networks
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via anchor links, as we do. Otherwise, node2vec fails if applied to the two networks

individually [67]. We first apply node2vec to the integrated network with the default

parameters to obtain a feature vector for each node. Then, as suggested by the

node2vec study [66], to get the feature vector of a yeast-human node pair, we take

the element-wise average of the nodes’ feature vectors.

We use node2vec over other network embedding methods for three reasons. (i)

Even more recent methods, when evaluated in their own papers, achieve similar per-

formance as node2vec in many tasks. So, we do not expect them to outperform

node2vec in our task. (ii) The node2vec source code is available and well docu-

mented, unlike for many other methods. (iii) The goal of this study is not to find the

absolute best feature vector for supervised NA, but to test how combining topological

and sequence information in supervised NA affects protein functional prediction. If

using node2vec already improves upon current NA methods, then using any more

sophisticated ways to extract features will only improve further. In our proposed

framework, features from any new extraction method can simply be “swapped” in,

allowing flexibility for further advancements.

Metapath2vec. Metapath2vec requires the user to define “metapaths”, which direct

how the random walks move. A metapath example is “human-human-yeast-yeast”

(or “humanˆ2 Ñ yeastˆ2”): start at a human node, move to a randomly chosen

neighboring (RCN) human node, move to an RCN yeast node, and move to an RCN

yeast node. This metapath is extended such that its length is as close as possible to

the -l: parameter value. For example, if this value is 12, then this metapath would

be repeated t12{4u “ 3 times. Then, given a node u and the extended metapath,

random walks starting at u are performed such that the nodes visited follow the

constraints of the metapath, and the sequence of nodes visited by each random walk is

recorded. In the process, node2vec’s -l: and -r: parameters apply to metapath2vec

as well. The procedure is repeated for every node in the network. Then, a skip-gram
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model is applied over all sequences of nodes to obtain node features. We use the

metapath2vec++ implementation of metapath2vec [41] with the default parameters

to obtain each node’s feature vector, and again take the element-wise average of

two nodes’ feature vectors to compute the feature vector of a node pair. Choosing

“optimal” metapaths is non-trivial and often the selection process involves using the

same paths as those of previous studies [145, 41]. However, to our knowledge, this

study is the first to investigate metapaths on an integrated across-species biological

network. Thus, our only option is to do our due diligence and examine reasonable

metapaths, to give a fighting chance to metapath2vec. We test these metapaths:

“humanˆn Ñ yeastˆn” and “yeastˆn Ñ humanˆn” for 3 ď n ď 10, “humanˆ25 Ñ

yeastˆ25” and “yeastˆ25 Ñ humanˆ25”, “humanˆ50 Ñ yeastˆ50” and “yeastˆ50 Ñ

humanˆ50”, and the combination of all of the individual metapaths (i.e., we apply the

skip-gram model to all node sequences obtained from all considered metapaths). We

have verified that the choice of metapath does not affect protein functional prediction

accuracy, as illustrated in Supplementary Fig. S1 (see Chapter “4.2.2 – TARA-TS’s

classification and alignment generation” and “4.2.2 – Using an alignment for protein

functional prediction” for evaluation details). This may be because the metapaths

we have chosen are all performing well, or because we have yet to find the best

metapaths. Regardless, our goal is to test a variety of reasonable metapaths and

choose the best out of them; finding optimal paths is beyond the scope of this study.

Because the metapath choice does not impact accuracy in this case, for simplicity,

we continue with the combination of all the metapaths.

C.2.2 Results

C.2.2.1 TARA-TS versus TARA in the classification context

Here, we comment on the performance of TARA-TS; recall that we use TARA-TS

to refer to any of TARA-TS (graphlets, node2vec, metapath2vec). For a fixed GO
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term rarity threshold, as k in our atleastk-EXP ground truth datasets increases, we

expect TARA-TS’s (and TARA’s) accuracy and AUROC to increase, as the condition

for proteins to be functionally related becomes more stringent and thus the functional

data becomes of higher quality. Also, for a fixed k, as we decrease the GO term

rarity threshold (i.e., consider rarer GO terms), we expect accuracy and AUROC

to increase, since rarer GO terms may be meaningful [76], again resulting in higher-

quality data. We find the former expectation to hold, for all GO term rarity thresholds

(Supplementary Figs. S1-S2). However, for the latter expectation, we find that

classification accuracy and AUROC somewhat decrease (Supplementary Figs. S1-

S2). This may be because as rarer GO terms are considered, the amount of training

data decreases, which is what could be causing performance decreases.

As we increase y, the amount of training data, we expect accuracy and AUROC

to increase, as more data is used during classification. For accuracy, for TARA-

TS (graphlets), we observe this for 6/7 ground truth-rarity datasets, although for

4/6 of the datasets, the increase is minimal („1%). In the remaining case, the

accuracy increases until about 60% training data, and then drops. For TARA-TS

(node2vec), we observe this for 6/7 ground truth-rarity datasets, although for 4/6,

the increase is minimal. In the remaining case, the accuracy increases until about

60% training data, and then drops. For TARA-TS (metapath2vec), we observe this

for all 7 ground-truth rarity datasets. For AUROC, for TARA-TS (graphlets), we

observe the expected trend for all ground truth-rarity datasets, although for 4/7

of these datasets, the increase is minimal („1%). For both TARA-TS (node2vec)

and TARA-TS (metapath2vec), we observe the expected trend for all ground-truth

rarity datasets, although for 3/7 of these datasets, the increase is minimal. These

unexpected trends (mostly minor increase of accuracy and AUROC even with large

increase of y) are promising though, because they mean that TARA-TS does not

269



have to use a majority of the functional data for training to still obtain good results;

even using only 10% of the data seems to suffice.

C.2.2.2 Matching the number of predictions made by TARA++

Here, we describe the process for ensuring the different methods make the same

number of predictions as TARA++. For a given ground truth-rarity dataset, for a

given method, we first rank the predicted protein-GO term associations based on

their p-values in the hypergeometric tests (Chapter “4.2.2 – Using an alignment for

protein functional prediction”), where a smaller p-value means a better rank. Then,

we take the top k predictions, where k is equal to the number of predictions made by

TARA++. In this way, the best k predictions of each method are chosen, and every

method makes the same number. Finally, we compute the precision and recall of

those k predictions (Fig. 4.14 and Supplementary Fig. C.23). In terms of precision,

we find TARA++ is still the best in 4/7 cases. It is inferior to PrimAlign for 1/7

cases, and only slightly worse than TARA in 2/7 cases. In terms of recall, TARA++

is the best in 4/7 cases, tied with TARA in 1/7 cases, and slightly worse than TARA

in 2/7 cases. Given these results, we believe that combining TARA and TARA-TS

into TARA++ does generally lead to more reliable predictions than other methods,

and that TARA++’s high precision is not simply due to it making fewer predictions.

In a way, TARA-TS filters out the unreliable predictions from TARA and vice versa.

C.2.2.3 Robustness of TARA++ to data noise

Here, we describe how we test TARA++’s robustness to data noise. We introduce

three types of noise. (i) We randomly rewire x% of the PPI edges in each of the yeast

and human networks. This means that for each network, we randomly delete x%

of the edges and randomly add the same number of edges back such that there are

no duplicates. (ii) We randomly rewire x% of the across-network anchor links. This
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means that we randomly delete x% of the yeast-human anchor links and randomly

add the same number of yeast-human links back such that there are no duplicates.

(iii) For a given ground truth-rarity dataset, we randomly rewire x% of the protein-

GO term associations. This means that we randomly delete x% of the protein-GO

term associations and randomly add the same number of associations back (out of

all possible protein-GO term associations for the given ground truth-rarity dataset)

such that there are no duplicates. We vary x from 0 to 100 in increments of 10.

We apply each type of noise to its respective data, input the data into TARA and

TARA-TS’s frameworks, and combine their results into TARA++ as before. We do

this for GO term rarity threshold 25 and ground truth dataset atleast2-EXP, as this

is where TARA++ has the highest precision.

We find that TARA++’s precision actually increases until 50% noise, after which

it then drops and eventually reaches 0, and its recall steadily decreases to 0 (Fig.

4.16). These trends are somewhat expected. As noise increases, the amount of mean-

ingful information in the data decreases, resulting in fewer possible predictions. As

such, recall naturally decreases. Because of these fewer predictions though, precision

naturally increases. But at a certain point, the data is too noisy, so even the small

number of predictions are mostly incorrect, and eventually no predictions can be

made. Thus, at that point, precision decreases until it reaches 0.
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Figure C.12. Comparison of different metapath choices for rarity thresholds
(a, d, g) ALL, (b, e) 50, and (c, f) 25 using ground truth datasets (a, b,
c) atleast1-EXP, (d, e, f) atleast2-EXP, and (g) atleast3-EXP in the task
of protein functional prediction. “mp2v-n” refers to the paths “humanˆn Ñ

yeastˆn” and “yeastˆn Ñ humanˆn” (Chapter “4.2.2 – TARA-TS’s feature
extraction methodology”). The alignment size (i.e., the number of aligned
yeast-protein pairs) and number of functional predictions (i.e., predicted
protein-GO term associations) made by each method are shown above. For
example, the alignment for mp2v-3 in (a) contains 27,799 aligned yeast-
human protein pairs, and predicts 88,130 protein-GO term associations. Raw
precision and recall values are color-coded inside each panel.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure C.13. Average prediction accuracy of percent training tests for
rarity thresholds (a, d, g) ALL, (b, e) 50, and (c, f) 25 using ground truth
datasets (a, b, c) atleast1-EXP, (d, e, f) atleast2-EXP, and (g) atleast3-
EXP. A dotted black line indicates the accuracy expected if the classifier
makes random predictions. Qualitatively similar results for AUROC are
shown in Supplementary Figs. S2.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure C.14. Average AUROC of percent training tests for rarity thresholds
(a, d, g) ALL, (b, e) 50, and (c, f) 25 using ground truth datasets (a, b,
c) atleast1-EXP, (d, e, f) atleast2-EXP, and (g) atleast3-EXP. A dotted
black line indicates the AUROC expected if the classifier makes random
predictions.
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Figure C.15. Comparison of TARA and TARA-TS using 10% of the data
as training for rarity thresholds (a, d, g) ALL, (b, e) 50, and (c, f) 25
using ground truth datasets (a, b, c) atleast1-EXP, (d, e, f) atleast2-
EXP, and (g) atleast3-EXP in the task of protein functional prediction. The
alignment size (i.e., the number of aligned yeast-protein pairs) and number
of functional predictions (i.e., predicted protein-GO term associations) made
by each method are shown above. For example, the alignment for TARA-
10 in (a) contains 244,433 aligned yeast-human protein pairs, and predicts
538,397 protein-GO term associations. Raw precision and recall values are
color-coded inside each panel.
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Figure C.16. Comparison of TARA and TARA-TS using 50% of the data
as training for rarity thresholds (a, d, g) ALL, (b, e) 50, and (c, f) 25
using ground truth datasets (a, b, c) atleast1-EXP, (d, e, f) atleast2-
EXP, and (g) atleast3-EXP in the task of protein functional prediction. The
alignment size (i.e., the number of aligned yeast-protein pairs) and number
of functional predictions (i.e., predicted protein-GO term associations) made
by each method are shown above. For example, the alignment for TARA-
10 in (a) contains 244,433 aligned yeast-human protein pairs, and predicts
538,397 protein-GO term associations. Raw precision and recall values are
color-coded inside each panel.
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Figure C.17. Comparison of TARA and TARA-TS using 90% of the data
as training for rarity thresholds (a, d, g) ALL, (b, e) 50, and (c, f) 25
using ground truth datasets (a, b, c) atleast1-EXP, (d, e, f) atleast2-
EXP, and (g) atleast3-EXP in the task of protein functional prediction. The
alignment size (i.e., the number of aligned yeast-protein pairs) and number
of functional predictions (i.e., predicted protein-GO term associations) made
by each method are shown above. For example, the alignment for TARA-
10 in (a) contains 244,433 aligned yeast-human protein pairs, and predicts
538,397 protein-GO term associations. Raw precision and recall values are
color-coded inside each panel.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure C.18. Pairwise overlap, measured by Jaccard index, of the alignments
made by TARA and TARA-TS for rarity thresholds (a, d, g) ALL, (b, e)
50, and (c, f) 25 using ground truth datasets (a, b, c) atleast1-EXP, (d,
e, f) atleast2-EXP, and (g) atleast3-EXP, using percent training amounts
described in Chapter “4.2.3 – TARA-TS versus TARA in the task of protein
functional prediction: toward TARA++”.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure C.19. Pairwise overlap, measure by Jaccard index, of the predictions
made by TARA and TARA-TS for rarity thresholds (a, d, g) ALL, (b, e)
50, and (c, f) 25 using ground truth datasets (a, b, c) atleast1-EXP, (d,
e, f) atleast2-EXP, and (g) atleast3-EXP, using percent training amounts
described in Chapter “4.2.3 – TARA-TS versus TARA in the task of protein
functional prediction: toward TARA++”.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure C.20. Overlap of the alignments made by TARA and TARA-TS
for rarity thresholds (a, d, g) ALL, (b, e) 50, and (c, f) 25 using ground
truth datasets (a, b, c) atleast1-EXP, (d, e, f) atleast2-EXP, and (g)
atleast3-EXP. Percentages are out of the total number of unique aligned
node pairs made by both methods combined. The overlaps are for one of
the 10 balanced datasets; so, the alignment size of a method may differ from
those in Supplementary Figs. S3-S5, where the statistics are averaged over
all balanced datasets.
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Figure C.21. Overlap of the predictions made by TARA and TARA-TS for
rarity thresholds (a, d, g) ALL, (b, e) 50, and (c, f) 25 using ground truth
datasets (a, b, c) atleast1-EXP, (d, e, f) atleast2-EXP, and (g) atleast3-
EXP. Percentages are out of the total number of unique predictions made by
both methods combined. Precision and recall are shown for each of the three
prediction sets captured by the Venn diagram; TARA++’s predictions are
those in the overlap. The overlaps are for one of the 10 balanced datasets; so,
the prediction number of a method may differ from those in Supplementary
Figs. S3-S5, where the statistics are averaged over all balanced datasets.

285



(a) (b) (c)

(d) (e) (f)

(g)

286



TABLE C.1

RUNNING TIMES (IN SECONDS) OF TARA-TS, TARA, PRIMALIGN,

AND SEQUENCE, WHEN CONSIDERING ALL GO TERMS

atleast1-EXP atleast2-EXP atleast3-EXP

TARA-TS 3811 480 444

TARA 8090 4676 4634

PrimAlign 16 16 16

Sequence N/A N/A N/A

TARA++’s running time is a function of TARA-TS’s and TARA’s (see Chapter “4.2.3
– TARA++ versus existing NA methods in the task of protein functional prediction” in
the main paper). We use a precomputed alignment for Sequence (see Chapter “4.2.3 –
TARA++ versus existing NA methods in the task of protein functional prediction” in the
main paper), hence the “N/A”s.
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(d) (e) (f)

(g)

Figure C.22. Comparison of four NA methods for rarity thresholds (a, d, g)
ALL, (b, e) 50, and (c, f) 25 using ground truth datasets (a, b, c) atleast1-
EXP, (d, e, f) atleast2-EXP, and (g) atleast3-EXP in the task of protein
functional prediction. The alignment size (i.e., the number of aligned yeast-
protein pairs) and number of functional predictions (i.e., predicted protein-
GO term associations) made by each method are shown above, except that
TARA++ does not have an alignment per se. i.e., TARA++ comes from
the overlap of predictions made by TARA and TARA-TS; hence the “N/A”s.
For example, the alignment for TARA in (a) contains 27,155 aligned yeast-
human protein pairs, and predicts 91,618 protein-GO term associations. Raw
precision and recall values are color-coded inside each panel. For TARA++
and TARA, results are averages over all balanced datasets; the standard
deviations are small and thus invisible.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure C.23. Comparison of four NA methods for rarity thresholds (a, d, g)
ALL, (b, e) 50, and (c, f) 25 using ground truth datasets (a, b, c) atleast1-
EXP, (d, e, f) atleast2-EXP, and (g) atleast3-EXP in the task of protein
functional prediction. The alignment size (i.e., the number of aligned yeast-
protein pairs) and number of functional predictions (i.e., predicted protein-
GO term associations) made by each method are shown above, except that
TARA++ does not have an alignment per se. i.e., TARA++ comes from
the overlap of predictions made by TARA and TARA-TS; hence the “N/A”s.
For example, the alignment for TARA in (a) contains 27,155 aligned yeast-
human protein pairs, and predicts 91,618 protein-GO term associations. Raw
precision and recall values are color-coded inside each panel. For TARA++
and TARA, results are averages over all balanced datasets; the standard
deviations are small and thus invisible.
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(g)

Figure C.24. Overlap of the predictions made by TARA++ and PrimAlign
for rarity thresholds (a, d, g) ALL, (b, e) 50, and (c, f) 25 using ground
truth datasets (a, b, c) atleast1-EXP, (d, e, f) atleast2-EXP, and (g)
atleast3-EXP. Percentages are out of the total number of unique predictions
made by both methods combined. Precision and recall are shown for each
of the three prediction sets captured by the Venn diagram. The overlaps are
for one of the 10 balanced datasets.
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APPENDIX D

MODELING MULTI-SCALE DATA VIA A NETWORK OF NETWORKS

D.1 Methods

D.1.1 Data

D.1.1.1 Our synthetic NoN generator

Let M be the set of random graph models we consider for generating the synthetic

NoN. For random graph model m P M , let mpx, yq be a random graph of type m

with x nodes and y edges. Let M p2q “ M ˆM be the set of all possible combinations

of the elements of M with themselves. Let |V p2q| be the target number of nodes at

level 2, |Ep2q| be the target number of edges at level 2, |V p1q| be the target number

of nodes for each network at level 1, and |Ep1q| be the target number of edges for

each network at level 1; these parameters allow us to generate synthetic NoNs that

approximate the size of real-world NoNs. Note that in our synthetic NoN generation,

we fix the size of the level 1 networks to eliminate any effect of level 1 network size;

however, our model can easily generate level 1 networks of varying size.

For each pm1,m2q P M p2q, we generate k isolated NoN regions where, for each

region, the level 2 network is of type m2 and every level 1 network is of type m1.

This results in k|M p2q| total isolated NoN regions. After combining all of them,

the resulting NoN should have |V p2q| nodes and |Ep2q| edges. As such, for each
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pm1,m2q P M p2q, we generate k isolated NoN regions

tG
p2q

pm1,m2q
“ m2pt

|V p2q|

k|M p2q|
u, t

|Ep2q|

k|M p2q|
uq and

tG
p1q

pm1,m2qi
“ m1p|V p1q

|, |Ep1q
|q for i P t1, ..., t

|V p2q|

k|M p2q|
uuu.

(D.1)

Because real-world systems are likely to have many groups of nodes, we set k “ 5

for our synthetic NoNs, corresponding to five instances of each of the four random

graph model combinations. Then, we connect these isolated NoN regions by randomly

removing edges within level 2 node groups and randomly adding the same number

of edges across level 2 nodes groups (across-edge amount). Specifically, we repeat

the following process a%ˆ |Ep2q| times: (i) randomly select a level 2 node group, (ii)

randomly select an edge in that node group, (iii) delete that edge, (iv) randomly select

two level 2 nodes from different node groups, and (v) add an edge between the selected

nodes. If the resulting NoN is still disconnected, we redo the process with a different

random seed. While we could impose a condition to guarantee connectedness, doing

so would bias the generation. If a connected NoN can not be found after 10 tries,

we just continue with the last one. We start with a “ 5 to retain most of the level 2

node groups’ original GEO- and SF-like network topologies, and we vary a to be 25,

50, 75, and 95 to test the effect of breaking the network topologies down. This also

means that at a “ 5 there is significant clustering (each level 2 node group consists

of densely interconnected nodes), while at a “ 95 there is very little clustering.

We also introduce random rewiring to test each method’s robustness to data noise

(rewire-noise amount). Specifically, for r% rewire-noise, for each level 1 network, we

randomly delete r
100

ˆ |Ep1q| edges and randomly add the same number back. For the

level 2 network, for each node group, we randomly delete r% of t
|Ep2q|

5|Mp2q|
u edges and

randomly add the same number back. We vary r to be 0 (no noise), 10, 25, 50, 75,

100 (completely random).
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D.1.1.2 PIN-PSN NoN

We construct a biological NoN using the human PIN and the proteins’ associated

PSNs. We obtain human PPI data from BioGrid [156] version 4.1.190. We keep only

physical interactions, remove selfloops and multiedges, and take the largest connected

component. This results in a final size of 18,708 nodes and 434,527 edges.

We map proteins in our PIN to their corresponding PDB IDs as follows. Con-

sidering the proteins’ BioGrid IDs, we use UniProt’s [34] mapping service (version

2020_06) to obtain BioGrid-to-UniProt mappings. Any mappings that are not re-

viewed (i.e., not Swiss-Prot) are discarded. Next, we remove any mapped data when

more than one BioGrid ID is mapped to a UniProt ID and vice versa, leaving only

one-to-one mappings between BioGrid IDs and UniProt IDs. Then, we repeat the

process starting with the proteins’ official symbol IDs. As such, for each protein, we

have two UniProt IDs: one originating from its BioGrid ID and the other from its

official symbol ID. To remove any ambiguity moving forward, we only keep proteins

whose two UniProt IDs are equal. In total, we have 16,079 such UniProt IDs.

Given these UniProt IDs, we again use UniProt’s mapping service, but this time

to map UniProt IDs to PDB IDs. Then, we remove any PDB ID whose PDB struc-

ture has a resolution greater than or equal to 3.0Å, as PDB considers these to be “low

resolution” [131]. Next, to obtain a one-to-one mapping between Uniprot IDs and

PDB IDs, we form one set out of every protein sequence associated with the UniProt

IDs and another set out of every protein sequence associated with every PDB chain

(each PDB ID can have multiple corresponding chains). We perform all-vs-all pro-

tein sequence comparison using BLASTP [5] between these two sets and take only

reciprocal best hits as our final one-to-one UniProt-to-PDB mappings. After this

step, we have 4,776 PDB chains.

Regarding GO term labels, we only consider those GO terms with 20 or more

positive instances to ensure there is enough data to perform classification on.
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D.1.2 Existing approaches for label prediction

Recall that we consider graph theoretic approaches based on graphlets and graph

learning approaches, namely, SIGN and DiffPool.

Graphlets are small subgraphs (a path, triangle, square, etc.) that can be con-

sidered the building blocks of networks, and they can be used to extract features of

both nodes and networks. For each node in a general network, for each automorphism

orbit (intuitively, node symmetry group) in a graphlet, one can count the number of

times the node is a part of a given graphlet orbit. These counts are summarized into

the node’s feature, also called its graphlet degree vector (GDV); when considering

up to 4-node graphlets, GDVs will have length 15. Then, to extract features of the

entire network, GDVs of all nodes can be collected into the network’s GDV matrix

(GDVM) feature. One drawback of the GDVM feature is that its dimensions depend

on the number of nodes in the network – if performing graph classification of differ-

ent sized networks using GDVM features, issues can arise. Thus, we also consider a

transformation of the GDVM, the graphlet correlation matrix (GCM) [173], which

always has the same dimensions regardless of network size.

Given these definitions of graphlet features for nodes in a general network or for

the entire general network itself, we now explain which features we use for nodes in

a level 2 network and which features we use for level 1 networks. For the former,

we extract each level 2 node’s GDV (L2 GDV). For the latter, we extract each level

1 network’s GDVM and GCM (L1 GDVM and L1 GCM). We use L1 GDVM when

analyzing synthetic NoNs since we found that it outperformed L1 GCM. For the

biological NoN, L1 GCM is the only viable feature since level 1 networks (PSNs)

have different numbers of nodes (amino acids).

Then, to obtain NoN graphlet features, we concatenate level 2 nodes’ L2 GDVs

with their networks’ L1 GDVMs or L1 GCMs. This results in five graphlet-based

features: those for level 1 networks (L1 GDVM and L1 GCM) that are used for
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graph label prediction, those for nodes in a level 2 network (L2 GDV) that are used

for node label prediction, and those for the entire NoN (L1 GDVM + L2 GDV and

L1 GCM + L2 GDV) that are used for entity label prediction. In order to perform

classification, for each graphlet-based feature, we train a logistic regression classifier

(Supplementary Section D.1.4). So for example, when we say L2 GDV, we mean the

L2 GDV feature under logistic regression.

SIGN consists of two parts. First, it extracts different types of adjacency matrices

from a network. SIGN specifically considers the traditional adjacency matrix, the

Personalized PageRank-based adjacency matrix [92], the triangle-induced adjacency

matrix [118], and their powers (see Supplementary Section D.1.4 for which powers

are used); these matrices are concatenated row-wise. Second, they are given as input

into a neural network classifier. Mathematically, SIGN overall is equivalent to an

ensemble of multiple one-layer-deep (i.e., shallow) GCN classifiers, which is why it is

considered a graph learning approach.

DiffPool aims to perform graph classification. However, unlike graphlet-based

approaches and SIGN, which extract “general purpose” features of nodes/networks

that can be used in any downstream machine learning task (label prediction in our

study), DiffPool does not extract general purpose features. Instead, for each input

network, given initial features for each node, DiffPool uses a GNN to aggregate the

nodes’ initial features into a summary hidden feature for the entire network. Then,

given hidden features corresponding to the input networks, the GNN is trained to

perform graph classification. Since the GNN is trained over many iterations, the

hidden feature is dependent on the training data and can only be used as a part

of DiffPool’s GNN. When we say L1 DiffPool, we mean its GNN with the initial

features chosen (Supplementary Section D.1.4), for graph classification using only

level 1 networks.
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As SIGN and DiffPool are single-level graph learning approaches, we also com-

bine them into an NoN graph learning approach. Given each level 2 node’s feature

extracted by SIGN, we concatenate it with the level 2 node’s corresponding level 1

network’s hidden feature computed by DiffPool’s GNN. The GNN is then trained

on these concatenated features to perform classification (note that any general pur-

pose feature can be incorporated into DiffPool like this). When we say L1 DiffPool

+ L2 SIGN, we mean entity label prediction using the process described above, in-

corporating SIGN’s extracted feature into DiffPool’s GNN. So, we use three graph

learning-based approaches: L1 DiffPool, L2 SIGN, and L1 DiffPool + L2 SIGN.

We also combine L1 GDVM + L2 GDV or L1 GCM + L2 GDV with L1 DiffPool

+ L2 SIGN to test whether integrating information across the graph theoretic and

graph learning domains improves upon either alone. Graphlet-based features can be

incorporated into DiffPool using the process described previously.

In total, we have five single-level approaches: L1 GDVM, L1 GCM, L2 GDV, L1

DiffPool, and L2 SIGN; and five NoN approaches: L1 GDVM + L2 GDV, L1 GCM

+ L2 GDV, L1 DiffPool + L2 SIGN, L1 GDVM + L2 GDV + L1 DiffPool + L2

SIGN, and L1 GCM + L2 GDV + L1 DiffPool + L2 SIGN.

Finally, note that we did test node2vec [66], a prominent random walk-based

embedding method, as a graph learning approach. node2vec extracts general purpose

features like graphlets and SIGN, so we used it with logistic regression. However,

DiffPool outperformed node2vec in level 1 graph classification, SIGN outperformed

node2vec in level 2 node classification, and L1 DiffPool + L2 SIGN outperformed

any combination involving node2vec in level 2 node classification for the entire NoN.

D.1.3 Our integrative GCN approach

Here, we describe how we generalize GCNs to apply to NoNs. First, we summarize

basic GCNs. Second, we discuss our extensions.
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The important unit of a GCN is the graph convolutional layer, which works as

follows. For each node in some network G “ pV,Eq, the node’s features are aggregated

with its neighbors’ features and then these aggregated features are propagated to the

next layer of the neural network. More formally, summarized from [90], let A be

the adjacency matrix of G and H be a |V | ˆ d matrix of G’s nodes’ features at the

current layer (the ith row corresponds to the feature of the ith node). Then, forward

propagation is carried out through

fpH,Aq “ σpD̃´ 1
2 ÃD̃´ 1

2HW q, (D.2)

where W is the trainable weight matrix for the current layer, σ is an activation func-

tion, Ã “ A`I is the adjacency matrix with self-loops added (so that mathematically,

the aggregation actually includes each node’s features along with its neighbors fea-

tures) and D̃ is the diagonal node degree matrix used for normalizing the adjacency

matrix.

Essentially, graph convolutions allow each node to see information about its neigh-

bors. So, what if we generalized graph convolutions to NoNs so that each node sees

information not only about its neighbors (in the same level), but also about its cor-

responding network at a lower level or about the network it is a part of at a higher

level? This would be in line with our intuition that the feature of a protein should

contain information about how it interacts with other proteins (i.e., its topology in

the level 2 network) and properties of the protein itself that allow for such interac-

tions (topology of level 1 nodes in its level 1 network). So, we define a two part

NoN-GCN layer consisting of one part that propagates level 2 nodes and another

part that propagates level 1 nodes that attempts to do this (below and Fig. D.1).
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Figure D.1. Illustration of the two part NoN-GCN layer. In the level 1
NoN-GCN layer, the level 1 node circled in red receives features from its
neighbors in its level 1 network as well as features of the level 2 node its level
1 network corresponds to. This is done for every level 1 node in every level
1 network. In the level 2 NoN-GCN layer, the level 2 node circled in red
received features from its neighbors in the level 2 network as well as features
of each of the level 1 nodes in its level 1 network. This is done for every level
2 node in the level 2 network.

Let tGp2q “ pV p2q, Ep2qq and tG
p1q

1 , ..., G
p1q

|V p2q|
uu be an NoN. Let Ap2q be the adja-

cency matrix of Gp2q. Let Hk p2q be the |V p2q| ˆ d matrix of features for Gp2q after the

kth neural network layer; for k “ 0, this would correspond to the input feature matrix

(for example, Gp2q’s GDVM or GCM). Let h
k p2q

i be the feature vector of the ith node

v
p2q

i P V p2q (for example, vp2q

i ’s GDV). Let Ap1q

i be the adjacency matrix of vp2q

i ’s level

1 network G
p1q

i . Let H
k p1q

i be the |V
p1q

i | ˆ d matrix of features for G
p1q

i after the kth

neural network layer. Let h
k p1q

ij
be the feature vector of the jth node v

p1q

ij
of Gp1q

i .

Propagation at level 2 works as follows. For each node v
p2q

i , for the feature matrix

H
k p1q

i of its corresponding level 1 network G
p1q

i , we take the average over all of H
k p1q

i ’s

rows to obtain a 1ˆd vector as a “summary” feature vector of Gp1q

i . Then, we combine

these resulting vectors over all level 1 networks into a |V p2q| ˆ d matrix H̄k p2q, where

each row corresponds to a level 1 network. In other words, H̄k p2q can be thought of

as the feature matrix of the level 2 network based on each node’s level 1 network

(whereas Hk p2q is the feature matrix of the level 2 network based on each level 2

node). Then, our level 2 NoN-GCN layer forward propagation is carried out through
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Hk`1 p2q
“ fk`1

l2p Hk p2q, H̄k p2q, Ap2q
q “

σpD̃p2q
´ 1

2 Ãp2qD̃p2q
´ 1

2

p Hk p2q
` H̄k p2q

q Wk`1 p2q
q,

(D.3)

where Wk`1 p2q is the trainable weight matrix for the level 2 NoN-GCN layer, σ is an

activation function, Ã “ A ` I is the adjacency matrix with self-loops added and D̃

is the diagonal node degree matrix used for normalizing the adjacency matrix.

Propagation at level 1 works as follows. For each node v
p1q

ij
in each level 1 network

G
p1q

i “ pV
p1q

i , E
p1q

i q, we sum its feature with all of its neighbors’ features as well as

the feature of Gp1q

i ’s corresponding level 2 node. Mathematically, this corresponds to

the following for each level 1 network. Let H̄
k p1q

i be a |V
p1q

i | ˆ d matrix consisting of

h
k p2q

i repeated |V
p1q

i | times. This can be thought of as the (naive) feature matrix of

the level 1 network based on its corresponding level 2 node. Importantly H̄
k p1q

i has

the same dimensions as H
k p1q

i . Then, level 1 NoN-GCN layer forward propagation is

carried out for one level 1 network through

H
k`1 p1q

i “ fk`1
l1i

p H̄
k p1q

i , H
k p1q

i , A
p1q

i q

“ σpD̃p1q
´ 1

2

i Ãp1q
iD̃p1q

´ 1
2

i

p H
k p1q

i ` H̄
k p1q

i q W
k`1 p1q

i q,

(D.4)

where W
k`1 p1q

i is the trainable weight matrix for the ith level 1 network for the current

level 1 NoN-GCN layer, σ is an activation function, Ã “ A`I is the adjacency matrix

with self-loops added and D̃ is the diagonal node degree matrix used for normalizing

the adjacency matrix.
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So, one full NoN-GCN layer takes as input

Hk p2q, H̄k p2q, Ap2q,

t H̄
k p1q

1 , ..., H̄
k p1q

|V p2q|
u,

t H
k p1q

1 , ..., H
k p1q

|V p2q|
u,

and tA
p1q

1 , ..., A
p1q

|V p2q|
u,

(D.5)

and returns Hk`1 p2q and t H
k`1 p1q

1 , ..., H
k`1 p1q

|V p2q|
u. These outputs can then be fed as

inputs (along with H̄k`1 p2q, which can be constructed from t H
k`1 p1q

1 , ..., H
k`1 p1q

|V p2q|
u,

and each H̄
k`1 p1q

i , which can be constructed from its corresponding h
k`1 p2q

i ) into

another NoN-GCN layer, thus allowing these layers to be chained.

We refer to a GCN approach using λ layers as “GCN-λ”.

Note that our implementation of the above is based on the spektral GNN library

[65].

D.1.4 Evaluation

For a given NoN tGp2q “ pV p2q, Ep2qq and tG
p1q

1 , ..., G
p1q

|V p2q|
uu, its label set Y “

y1, ..., yc, and a function that maps level 2 nodes to their true labels ftrue : V p2q Ñ Y ,

the goal is to learn a predictive function fpred : V
p2q Ñ Y . We do this by first splitting

the data into three disjoint sets: training (V p2q

tr ), validation (V p2q

val ), and testing (V p2q

te ).

Then, we train a classifier on the training set that aims to minimize the cross-entropy

loss between ftruepV
p2q

tr q and fpredpV
p2q

tr q. We using V
p2q

val to optimize hyperparameters

and finally report the classifier’s performance on V
p2q

te . Details are as follows.

Denote Y “ y1, ..., yc to be the set of possible level 2 node labels (recall for

synthetic NoNs, given m random graph models, multiclass classification is done on

m ˆ m labels; for the real-world NoN, for each of the 131 ground truth datasets,

binary classification is done on whether proteins have the corresponding label or not)
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and ftrue : V p2q Ñ Y to be a function that maps level 2 nodes to their true labels.

We split the set of level 2 nodes V p2q into three disjoint subsets as follows. p% of

the data is randomly removed from V p2q and put into the training set V
p2q

tr . Half of

the data remaining from V p2q is randomly removed and put into the validation set

V
p2q

val . The remaining data is put into the testing set V
p2q

te . This results in three sets

with size ratio p:1´p
2

:1´p
2

. Importantly, this splitting is done with the constraint that

the distribution of node labels in each of the three sets matches the original label

distribution of V p2q as closely as possible (i.e., stratified sampling). We train the

classifier on V
p2q

tr , optimize hyperparameters using V
p2q

val , and report results on V
p2q

te .

We repeat the random data splitting 3 different times and perform classification for

each, reporting the average results over them. We do this 3 times so that 1) the

effect of randomness from sampling reduced and 2) running the the approaches is

still computationally feasible. For synthetic NoNs, we choose p “ 0.8 (corresponding

to a 8:1:1 data ratio), as this is a common split amount when data is not scarce. For

real-world NoNs, we choose p “ 1{3 (corresponding to a 1:1:1 data ratio). Because

some of the ground truth sets have as few as 20 positive instances, larger values of p

would result in the validation/testing sets having too few of them.

Below, we describe classifier details. For graphlet-based approaches, we use each

of L1 GDVM, L1 GCM, L2 GDV, L1 GDVM + L2 GDV, and L1 GCM + L2 GDV

in logistic regression. For L2 SIGN, we use its features in own classifier. We refer

to these as “regular classification”. For approaches involving DiffPool, we run them

as described in Supplementary Section D.1.2. We refer to these as “DiffPool-based

classification”. Finally, we refer to classification using NoN-GCNs as “NoN-GCN-

based” classification.

For a given data split, for each feature we consider in regular classification, we

train the corresponding classifier using the ADAM optimizer on V
p2q

tr . We test the

following learning rates t0.1, 0.01, 0.001u and choose the best one with respect to
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performance when predicting on V
p2q

val . Then, we use this best classifier to predict on

V
p2q

te .

For a given data split, for DiffPool-based classification, we perform a grid search

over the following hyperparameters: hidden dimension: t32, 64, 128u and output

dimension: t32, 64, 128u. We choose the best combination with respect to perfor-

mance when prediction on V
p2q

val and use this best classifier to predict on V
p2q

te .

For a given data split, for NoN-GCN-based classification, we train a neural net-

work that consists of two NoN-GCN layers, each followed by dropout layers, fol-

lowed by a logistic regression classifier (i.e., one fully connected hidden layer). We

specifically add this logistic regression classifier on the end of the neural network,

rather than directly performing classification from the final NoN-GCN layer, to make

the NoN-GCN-based classification as fairly comparable as possible to the regular

classification. Note that for synthetic NoNs with two random graph models, we

tested a version of the neural network with three NoN-GCN layers. However, be-

cause two NoN-GCN layers was as good as three for the majority of the evalua-

tion tests, and because three layers took much more time to compute, we continued

with two layers. We also use the ADAM optimizer. We perform a grid search

over the following hyperparameters: learning rate: t0.1, 0.01, 0.001u, dropout:

t0.0, 0.1, 0.2, 0.3, 0.4, 0.5u, hidden dimension: t128, 256, 512u and choose the best

combination with respect to performance when predicting on V
p2q

val . Then, we use this

best classifier to predict on V
p2q

te .

Both DiffPool and our NoN-GCN require initial features. Ideally, they should use

the same type of initial features so that they are as fairly comparable as possible.

Our NoN-GCN has stricter limitations for what initial features can be used because

it requires level 2 nodes’ initial features to be in the same low dimensional space as

level 1 nodes’ initial features, otherwise it does not make sense to aggregate them.

So, we determined initial features for our NoN-GCN first. We tested random features
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of lengths 128, 256, and 512, and nodes’ GDVs (each index in the GDV corresponds

to the number of times the node participates in that specific graphlet orbit; hence,

GDVs are in the same low dimensional space) and found that GDVs were the best.

So, we use nodes’ GDV as initial features for our NoN-GCN. Thus, we also use nodes’

GDVs as initial features into DiffPool.

For synthetic NoNs, we report classification accuracy (# of correct predictions /

total # of entities) since class sizes are balanced. For the real-world NoNs, we report

area under precision-recall (AUPR), precision@k, recall@k, and F-score@k, since class

sizes are not balanced. Here @k refers to the corresponding measure when only

considering the top k predictions. That is, for each approach, for each GO term, we

rank each protein for which a prediction is made by the probability that it annotated

by the given GO term, as determined by the approach’s classifier. Then, we compute

the corresponding measure on the top k items of the ranked list. To determine k,

for each approach, for each GO term, we do the following. We choose the k that

maximizes the F-score@k where precision@k is greater than recall@k. We impose

precision@k to be greater than recall@k because we believe that in the biomedical

domain, precision is more important – fewer but mostly correct predictions (e.g., 9

correct out of 10 made), which corresponds to high precision, is better than a greater

number of mostly incorrect predictions (e.g., 300 correct out of 1,000 made), which

corresponds to high recall, in terms of potential wet lab validation. By choosing k in

this way, we give each classifier the best case advantage. We report precision, recall,

and F-score at this k.

We also test if each approach’s performance is significantly better than random.

That is, given an approach, for each measure, for each GO term, we use a one sam-

ple one-tailed t-test (recall that each approach is run 3 times, corresponding to 3

different training/validation/testing splits) to see if the approach’s performance is

significantly greater than the value expected by random. Then, for each measure, for
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each approach, we perform FDR correction over the 131 GO terms. For each mea-

sure, for each GO term, any approach with a corrected p-value ă 0.05 is considered

significantly better than random for that GO term.

D.2 Results

D.2.1 Synthetic NoNs

We expect an approach only using one level to reach an accuracy of # of models
# of labels ,

i.e., 0.5. To see why, consider the following example using the L1 GDVM approach.

Here, there are four possible labels corresponding to the four possible combinations of

random graph models at each level: GEO-GEO, GEO-SF, SF-GEO, SF-SF. Since L1

GDVM uses level 1 information, it will be able to distinguish between GEO and SF

level 1 networks but not between level 2 nodes with GEO- and SF- topology. So, L1

GDVM will only have enough information to predict 2
4

“ 0.5 of the labels correctly.

D.2.2 Biological NoN
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(a) (b)

(c) (d)

(e) (f)

Figure D.2. Comparison of the nine relevant approaches in the task of entity
label prediction for synthetic NoNs with 5% across-edge amount and the
following rewire-noise amounts: (a) 0%, (b) 10%, (c) 25%, (d) 50%, (e)
75%, and (f) 100%. “Combined all” refers to L1 GDVM + L2 GDV + L1
DiffPool + L2 SIGN. Raw prediction accuracies are shown above. “Combined
all” refers to L1 GDVM + L2 GDV + L1 DiffPool + L2 SIGN. Accuracy is
shown above the bars.
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(a) (b)

(c) (d)

(e) (f)

Figure D.3. Comparison of the nine relevant approaches in the task of entity
label prediction for synthetic NoNs with 25% across-edge amount and the
following rewire-noise amounts: (a) 0%, (b) 10%, (c) 25%, (d) 50%, (e)
75%, and (f) 100%. “Combined all” refers to L1 GDVM + L2 GDV + L1
DiffPool + L2 SIGN. Raw prediction accuracies are shown above. “Combined
all” refers to L1 GDVM + L2 GDV + L1 DiffPool + L2 SIGN. Accuracy is
shown above the bars.
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(a) (b)

(c) (d)

(e) (f)

Figure D.4. Comparison of the nine relevant approaches in the task of entity
label prediction for synthetic NoNs with 50% across-edge amount and the
following rewire-noise amounts: (a) 0%, (b) 10%, (c) 25%, (d) 50%, (e)
75%, and (f) 100%. “Combined all” refers to L1 GDVM + L2 GDV + L1
DiffPool + L2 SIGN. Raw prediction accuracies are shown above. “Combined
all” refers to L1 GDVM + L2 GDV + L1 DiffPool + L2 SIGN. Accuracy is
shown above the bars.
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(a) (b)

(c) (d)

(e) (f)

Figure D.5. Comparison of the nine relevant approaches in the task of entity
label prediction for synthetic NoNs with 75% across-edge amount and the
following rewire-noise amounts: (a) 0%, (b) 10%, (c) 25%, (d) 50%, (e)
75%, and (f) 100%. “Combined all” refers to L1 GDVM + L2 GDV + L1
DiffPool + L2 SIGN. Raw prediction accuracies are shown above. “Combined
all” refers to L1 GDVM + L2 GDV + L1 DiffPool + L2 SIGN. Accuracy is
shown above the bars.
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(a) (b)

(c) (d)

(e) (f)

Figure D.6. Comparison of the nine relevant approaches in the task of entity
label prediction for synthetic NoNs with 95% across-edge amount and the
following rewire-noise amounts: (a) 0%, (b) 10%, (c) 25%, (d) 50%, (e)
75%, and (f) 100%. “Combined all” refers to L1 GDVM + L2 GDV + L1
DiffPool + L2 SIGN. Raw prediction accuracies are shown above. “Combined
all” refers to L1 GDVM + L2 GDV + L1 DiffPool + L2 SIGN. Accuracy is
shown above the bars.
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(a) (b)

(c) (d)

Figure D.7. Summarized results of the eight relevant approaches in the
task of protein functional prediction for evaluation measures (a) AUPR, (b)
precision, (a) recall, and (a) F-score. For each GO term (out of the 131
total), we rank the eight approaches’ classification performances from best
(rank 1) to worst (rank 8). If an approach’s performance is not significantly
better than expected by random we deem it “non-significant” instead. Then
for each approach, we calculate the proportion of times it achieves each rank.
“Combined all” refers to L1 GDVM + L2 GDV + L1 DiffPool + L2 SIGN.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Figure D.8: Overlap of GO terms for which L2 SIGN is the best with those for which
(a, e, i, m) L1 GCM + L2 GDV, (b, f, j, n) L1 DiffPool + L2 SIGN, (c, g, k, o)
Combined all (aka L1 GDVM + L2 GDV + L1 DiffPool + L2 SIGN), and (d, h, l,
p) GCN-2 are the best in terms of (a, b, c, d) AUPR, (e, f, g, h) precision, (i, j,
k, l) recall, and (m, n, o, p) F-score.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure D.9: Overlaps of the four combined level approaches for groups (a, c, e, g)
“S ă C” and (b, d, f, h) “C only” in terms of (a, b) AUPR, (c, d) precision, (e, f)
recall, (g, h) F-score.
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Figure D.10: Classification performance of the eight relevant approaches for each GO
term in terms of AUPR. GO term IDs and the number of positive instances for that
GO term are shown above. Random performance is indicated by the dotted black
line. Approaches with performance not significantly greater than random are shown
in a lighter shade. GO terms are split into the six groups based on how single versus
combined level approaches perform. “Combined all” refers to L1 GDVM + L2 GDV
+ L1 DiffPool + L2 SIGN. Raw scores for each approach for each GO term can be
found in Supplementary File D.1.
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Figure D.11: Classification performance of the eight relevant approaches for each GO
term in terms of precision. GO term IDs and the number of positive instances for
that GO term are shown above. Random performance is indicated by the dotted
black line. Approaches with performance not significantly greater than random are
shown in a lighter shade. GO terms are split into the six groups based on how single
versus combined level approaches perform. “Combined all” refers to L1 GDVM + L2
GDV + L1 DiffPool + L2 SIGN. Raw scores for each approach for each GO term can
be found in Supplementary File D.2.
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Figure D.12: Classification performance of the eight relevant approaches for each GO
term in terms of recall. GO term IDs and the number of positive instances for that
GO term are shown above. Random performance is indicated by the dotted black
line. Approaches with performance not significantly greater than random are shown
in a lighter shade. GO terms are split into the six groups based on how single versus
combined level approaches perform. “Combined all” refers to L1 GDVM + L2 GDV
+ L1 DiffPool + L2 SIGN. Raw scores for each approach for each GO term can be
found in Supplementary File D.3.
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Figure D.13: Classification performance of the eight relevant approaches for each GO
term in terms of F-score. GO term IDs and the number of positive instances for that
GO term are shown above. Random performance is indicated by the dotted black
line. Approaches with performance not significantly greater than random are shown
in a lighter shade. GO terms are split into the six groups based on how single versus
combined level approaches perform. “Combined all” refers to L1 GDVM + L2 GDV
+ L1 DiffPool + L2 SIGN. Raw scores for each approach for each GO term can be
found in Supplementary File D.4.
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D.2.3 Running times

Reported times for all approaches except those involving DiffPool (L1 DiffPool,

L1 DiffPool + L2 SIGN, and L1 GDVM + L2 GDV + L1 DiffPool + L2 SIGN) are

obtained by running on the same machine, fully using one core, for fairness; of course,

for practical purposes, some approaches can easily be parallelized given available

resources. Training for DiffPool-based approaches must be done on GPU. We report

their training times on a cluster machine, which means that their times for training

are affected by resource availability/scheduling. While DiffPool-based approaches

are not run under the same conditions as other approaches, we still commented on

their running times, as in a realistic scenario, approaches may be run using different

resources as we have done here.

We run all approaches except those involving DiffPool using one core on a 64-core

AMD Opteron 6376 machine. We run approaches involving DiffPool on a cluster

machine with Dual Twelve-core 2.2GHz Intel Xeon processors and 4 NVIDIA GeForce

GTX 1080 Ti GPUs, accessed through Notre Dame’s Center for Research Computing.
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TABLE D.1

RUNNING TIMES OF EACH APPROACH IN SECONDS. “COMBINED

ALL” REFERS TO L1 GDVM + L2 GDV + L1 DIFFPOOL + L2 SIGN

Feature
extraction

Training

(1 epoch)
Total

L1 GDVM 485.0 2.2 487.2

L2 GDV 2.1 1.5 3.6

L1 GDVM + L2 GDV 487.1 2.1 489.2

L1 DiffPool 485.0 140.1 625.3

L2 SIGN 6.4 17.6 23.4

L1 DiffPool + L2 SIGN 491.4 25.6 516.4

Combined all 493.5 29.4 522.5

GCN-2 487.1 30.3 517.1

GCN-3 487.1 128.8 615.1
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D.3 Supplementary files

File D.1. GuS022022D_supplementary4.csv. Raw AUPR scores of the eight relevant

approaches for each GO term in each of the six groups.

File D.2. GuS022022D_supplementary5.csv. Raw precision scores of the eight rele-

vant approaches for each GO term in each of the six groups.

File D.3. GuS022022D_supplementary6.csv. Raw recall scores of the eight relevant

approaches for each GO term in each of the six groups.

File D.4. GuS022022D_supplementary7.csv. Raw F-scores of the eight relevant

approaches for each GO term in each of the six groups.
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