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DEVELOPMENT OF RT-TDDFT FOR THE INTERACTION WITH THE
EXPLICIT SOLVENT AND FOR CORRECT DESCRIPTION OF EXCITATION
PROCESS

Abstract
by
Kevin J. Koh

The electronic energy transfer processes in natural systems, such as the light
harvesting pigment protein complexes, and semiconductors, such as photovoltaic de-
vices, occur via electron dynamics in complex systems. Understanding the excited
state dynamics is important in designing the biological or nanostructured materi-
als. The computational simulation of electron dynamics in an accurate and afford-
able manner is crucial for making progress in this area. The time dependent open
system self consistent field at second order (OSCF2) is a real-time time-dependent
density functional theory (RT-TDDFT) method. The block orthogonalized parti-
tioning method eliminates unphysical errors of the embedded mean field theory at
no additional cost. This thesis focuses on the application of OSCF2 to the simula-
tion of transient absorption spectroscopy. OSCF2 accurately reproduced transient
absorption spectra and non-radiative relaxation rates of green fluorescent protein
chromophore derivative 3 (GFP-3). The implementation of an embedded mean-field
theory using block-orthogonolized partitioning to real-time time dependent density
functional theory (RT-TDDFT) and its effect of accuracy and affordability are dis-
cussed. The block orthogonalized partitioning in RT-TDDFT accurately describes

the interactions between the regions while maintaining computational affordability.
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The method development for the excitation process for RT-TDDFT using the Tamm-
Dancoff approximation is discussed. The effort to describe the excitation process in
RT-TDDEFT leads to partial success. Studies using neural networks on molecular dy-
namics using bullvalene and mechanistic studies on formation of oxindole derivative
from squaraine dyes are discussed. The neural network force field was not successful
to reproduce the conformer search through molecular dynamics simulations, presum-
ably due to insufficient simulation times. The free energy barriers of ring opening
step of squaraine ring are in line with the experimental observations. Lastly, the

software implementations to PySCF, Q2MM, and automated CatVS are discussed.
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CHAPTER 1

INTRODUCTION

1.1 Time-Dependent Open Self-Consistent Field at Second Order (OSCF2)

In studying large systems, reduced models, such as quantum master equations
[1] and stochastic Schrodinger equations[2], have been used due to decrease the high
computational cost of a full quantum mechanical treatment of large systems. The
Aspuru-Guzik group has used quantum master equations to study the energy trans-
fer process of photosynthetic complexes such as the Fenna-Matthew-Olson pigment-
protein complex[3]. Quantum master equations rely on a bath correlation function
or a bath spectral density to describe the system-bath interaction. Thus, obtaining a
correlation function or a spectral density of a bath is crucial in studying reduced mod-
els. The method of obtaining the spectral density, which describes the frequency de-
pendent coupling of the system to the bath from the correlation functions of electronic
transition energy obtained from molecular dynamics (MD) simulations has been ex-
tensively studied[4, [5]. Using the correlation function of the electronic transition en-
ergy to obtain a bath spectral density, the Parkhill group studied the relaxation in the
perovskite CH3NH3Pbl3 and observed picosecond timescale intra-band relaxation as
seen in transient absorption experimental results[6]. Furthermore, the Parkhill group

derived an equation of motion where coherences decay to zero and the electronic



population reaches Fermi-Dirac distribution population at finite temperature[7].
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After the time-dependent correlation term of the system-bath interaction was de-
rived using Mukherjee’s normal ordering technique[§], the equation of motion was
obtained as shown in Equation [1.1} where F' is the Fock matrix, v is one-electron
reduced density matrix, => C, C’Vb, Cy, 1s molecular orbital coefficient matrix
element for atomic orbital v to molecular orbital a, 174 = 04 — Yap, 0 is kronecker
delta, and hwy, = €, — €,. After obtaining the two-time energy correlation function
C,(t) = (A, ()AL(0)) with A, = F,, — (F,,) from MD simulations, the spectral
density (SD) for atomic orbital v, J,(w), is obtained by Fourier transformation of
C,(t) and written as a linear combination of Lorentzian SD peaks[5], 9], as shown in
Equation [1.3] with central frequency (€;), strength ()\;) and damping (7;) factors.
Then the relaxation rate, I, is computed from J,(w) as shown in Equation , where
ny is the Bose-Einstein distribution.

This implementation of a nonadiabatic relaxation model, or time-dependent open
self-consistent field at second order (OSCF2), has a computational cost of O(N?) and
relaxes to the ground state from the excited state at a variable rate. A broadening
of the response spectra, shift in peaks, and an entropy correction for free energy cal-

culation was obtained by this method. The OSCF2 was used to investigate transient



spectra and relaxation dynamics of the the organolead triiodide perovskite (MAPbDI3)
by Triet Nguyen[10]. Using OSCF2 to reproduce the interband relaxation time scale
and identify cooling channels for hot electrons and hot holes, Nguyen reported that
the dynamics of the organic cation and the tetragonal-to-pseudocubic transition of
the perovskite mediates relaxation by observing a 70% increase in the interband re-
laxation time scale when computed using only the dominant vibrational frequencies

of the cation.

1.2 Conclusion

Computational simulations of electronic structure dynamics of large system us-
ing quantum embedding are common approaches to treat quantum systems because
full quantum treatment of the system is out of reach due to high computational
cost. The balance between accuracy and affordability of this embedding has been
studied. With the improvements of modern computational resources, more accurate
embedding methods are becoming more affordable. This thesis covers the OSCF2 im-
plementation for the simulation of transient absorption spectra and its application to
the GFP-3 chromophore. The implementation of an embedded mean-field theory us-
ing block-orthogonolized partitioning to real-time time dependent density functional
theory (RT-TDDFT) and its effect of accuracy and affordability are discussed. Then,
attempts towards developing RT-TDDFT for the correct description of the excited
state during an excitation process are discussed. Furthermore, the use of a neural
network on a conformer search using a neural network force field and enhancement
on learning in undergraduate organic courses and mechanistic studies on formation
of oxindoles from squaraine dyes are discussed. The last chapter of this thesis covers

code implementation done for Q2MM, PySCF, and automated CatVS softwares.



CHAPTER 2

DEVELOPMENT OF AFFORDABLE ELECTRONIC STRUCTURE METHOD
FOR EXCITED STATE DYNAMICS

2.1 Time-Dependent Open Self-Consistent Field at Second Order (OSCF2) Studies

of Transient Absorption Spectroscopy

2.1.1 Introduction

Transient absorption (TA) spectroscopy is the standard tool for investigating the
dynamics of UV-visible excited states[11, [12]. Interpretation of TA spectra is com-
plicated by the fact that the energies and intensities of excited state absorptions are
often uncertain[I3]. Developing a method that can accurately predict TA spectra
would offer insight and assist with interpretation. Electronic structure simulations
can also calculate the time-dependent properties of the system, including those that
are experimentally inaccessible [14, [15]. Thus, the Parkhill group was interested in
developing a method that simulates TA spectra.

Real-time time-dependent density functional theory (RT-TDDFT) is an electronic
structure method commonly used for absorption spectra simulation [16] [17]. How-
ever, the RT-TDDFT model lacks features that are crucial to simulate TA spectra[l8].
Time scales of electronic population changes before and after the excitation as well
as relaxation are the most important features in TA experiments, yet they cannot be
simulated by ordinary RT-TDDEFT. It also suffers from artifacts when resonant con-
tinuous electric fields are applied to a system of interest[19],20]. Excited state energies

predicted by adiabatic functionals are different in the excited state and the ground



state. This leads to spurious predictions of photo bleaching and absorption in TA
spectra since the energies of the excited states shift during relaxation. In this chapter,
a dissipative RT-TDDFT method, OSCF2, developed by the Parkhill group|[21], is
used to treat dissipation in TA spectra simulation. The correction scheme developed
by Fischer et al.[22] was used to treat the excitation pump and simulate TA spectra
in real time.

TA simulations require an accurate treatment of the nonradiative relaxation be-
tween the excitation pulse and the probing pulse. OSCF2 has been shown to describe
the relaxation from the excited state to the thermal equilibrium[7]. OSCF2 is a non-
equilibrium extension of the real-time SCF method[2I]. It is an affordable method
with a cost of O(N?) that incorporates an atomistic version of a standard harmonic
bath model to the Liouville-like equation of TDHF or TDDFT for the one-electron
reduced density[23], as shown in Equation[2.1J21], to simulate the nonradiative relax-
ation and dephasing in a thermal environment. It can be used to study thermaliza-
tion, relaxation, localization, quantum control[24] and transport|25], and linear and

nonlinear spectroscopy[26].

Sy = 2 [F( (1)), 9(0)] — 5 RO(0) 1)

2.1.2 Methods

TA simulations require the correct description of the excited state dynamics. The
excitation using a resonant pump pulse has been shown to be problematic[20] since
the highest possible occupation of the singly excited state in a closed shell is 50%[27].
The correction suggested by Fischer et al. avoids the problem by describing the exci-
tation process as a propagation from the excited state calculated using LR-TDDFT
gradients[28] 29] and by eliminating response of the system due to the nonstationary

initial state, as labeled as P,..; in Figure , from the overall response as shown in
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Figure 2.1. Pump-probe simulation scheme in OSCF2. Continuous black
lines represent density matrices which are propagated to obtain the TA
spectrum. At points where the trajectory branches, propagation splits.



Equation [2.2]

P(t) = Pe(t) = Pys(t) = Prey(?) (2.2)

2.1.3 Results and Discussion

In this chapter, the excited states of pyrazole and the GFP-3 chromophore, shown
in Figure 2.2] were studied using the linear-response(LR)-TDDFT density as shown
in Equation and the excited state density was propagated using OSCF2 using
Equation [2.1]

=S [ oot ) 29

Using the geometry of pyrazole as shown in file pyr.in(https://github.com/
v30p01/DIS2020), the pump-probe simulation was performed using the B3LYP/6-
31G method. The system was pumped using frequencies of 6.32 eV and 12.6 eV.
The zero-delay TA spectra was generated as shown in Figure[2.3] This demonstrated
that the excitation pump was working as intended. As shown in Figure (a), when

pyrazole is excited by a pump pulse of 6.32 eV, the excited state absorption spectra

Figure 2.2. Structures of (a) pyrazole (b)
(Z)-4-(biphenyl-4-ylmethylene)-1,2-diphenyl-1H-imidazol-5(4H)-one
(GFP-3).
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Figure 2.3. Zero-delay TA spectra of pyrazole using frequency of (a) 6.32
eV and (b) 12.6 eV. AA, or TA absorption spectra (green), shows bleach at
the pumped energy.

(blue) showed no absorption peak at the energy of the pump pulse, leading to a photo
bleach or negative absorption peak in TA spectra (green). When pyrazole is excited
at 12.6 eV, as shown in Figure [2.3] (b), the excited state absorption spectra (blue) is
not clearly showing a lack of absorption at 12.6 eV. However, the bleach at 12.6 eV
on TA spectra (green) indicates the lack of absorption at 12.6 eV.

Using the geometry of Z-isomer of GFP-3 in an acetonitrile bath, as shown in
file GFP3_PP.in(https://bitbucket.org/jparkhill/transientabsorption), the
pump-probe simulation was performed using Q-Chem’s 4.3 built-in QM/MM fea-
tures. GFP-3 was treated with B3LYP/6-31G*, while the acetonitrile bath was
treated with the CHARMM27 force field and the interaction between GFP-3 and
the acetonitrile bath was treated using the Janus model[30]. LR-TDDFT calcula-
tions were performed in the initial step to calculate the excited state absorption
using the lowest excited state energy frequency, 0.11677 a.u. and a field strength of
0.002 a.u.. The electron reduced density matrix, 7. was calculated using Equation
and a real-time propagation was performed at a temperature of 300.0 K for 60000
iterations using a timestep of 0.8 a.u..

The probe simulations were performed at different time delays of 0 ps, 0.5 ps, 1
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Figure 2.4. TA spectra(top) and decay-associated spectra (bottom) of
GFP-3 chromophore in acetonitrile (a) simulated and (b) experimental

result [31]

ps, 1.5 ps, 2 ps, 2.5 ps, 3 ps, 4 ps, 6 ps, 8 ps, 10 ps, 12 ps, 16 ps and 20 ps. The
time propagation of dipole moments were Fourier transformed to the frequency do-
main as shown in Figure (top). The experimental result[31] is shown in Figure
for the TA spectra (top) and the decay-associated spectra (bottom). The global
analysis function in Glotaran[32] was used to generate the decay-associated spectra
(DAS) observed in the experiment[31]. The software was used to generate the DAS
of simulated TA spectra as shown in Figure (bottom) to display the comparison.

The photo bleach peak and peak of experimental TA spectra are positioned around
480 nm and 600 nm, respectively. The bleach signal and the peak of the simulated
TA spectra are positioned around 375 nm and 550 nm, respectively. By calculating
the DAS for TA spectra, the position and time-scale of decay can be analyzed as
shown in Figure (bottom). The bleach signal around 375 nm decays to zero



as the time delay increases, but the position shifts to near 350 nm at a longer time
delay as shown by a transition of the bleach signal of 71 at 410 nm to 73 at 360 nm
in Figure (bottom). The peak around 550 nm splits into two peaks positioned
around 430 nm and 700 nm immediately, which is shown by peaks of 71 and 72 in
Figure (bottom). The calculated exponential decays, 7s, were 0.8 ps, 2.5 ps, and
21.2 ps, which are within a factor of 2 of their experimental counterparts. This over-
estimation agrees with OSCF2, where the lifetimes tend to be overestimated within

an order of magnitude[21].

2.1.4 Conclusions

In this chapter, OSCF2 was combined with a scheme suggested by Fischer[22] to
calculate the TA spectra of the GFP-3 chromophore in acetonitrile and to compare
it with experimental data[31]. The positions of the bleach and the peaks were not in
good agreement with the experimental values. However, the positions of the bleach
and peaks in computed data is dependent on the geometry of the molecules and
the method used. As shown in Figure 2.5 the bleach and TA peaks obtained by
OSCEF2 agree well with the LR-TDDFT result. Using a better bath model, instead
of the QM /MM Janus model, may provide results that are in good agreement with
experiment.

The problem that needs to be addressed is the peak shifting during relaxation.
As shown in Figure [2.4b, bleach and TA peaks shift their positions as time increases,
which is not seen in the experiment, as shown in Figure 2.4h. This is demonstrated
for the case of a Hy molecule as shown in Figure 2.6, The excited state spectrum
and zero-delay TA spectrum of Hy with the B3LYP/6-31G* method was calculated
at different excited state populations. As shown in Figure [2.6h, as the population of
the excited state changes, the position of the peak shifts, which leads to the problem

in the TA spectrum as shown in Figure 2.6b. Addressing this problem will allow a
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Figure 2.5. Absorption spectra of GFP-3 chromophore in acetonitrile using
OSCF2 (pink) and LR-TDDFT (blue) using B3LYP/6-31G*
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more accurate interpretation of the experimental result.
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2.2 Real-time Propagation Using a Block Orthogonalized Basis

2.2.1 Introduction

While analyzing the result of pump-probe simulation, one of the problems en-
countered was the inaccurate absorption peak assignment due to lack of accurate
system-bath interaction. Replacing the force field based solvent model with a DFT-
based solvent model will allow a more accurate calculation of system-bath interaction
as it includes electron coupling interaction. Quantum embedding is a powerful tool
in a study where a molecule is divided into a small active system region, which is
treated with higher level of theory, and a large inactive bath region, which is treated
with lower level of theory.

A method where the computational cost is reduced while the accuracy is not
sacrificed is needed. The solution to increase the accuracy of the calculations is to
treat the whole system at a higher level of theory, such as hybrid DFT. However,
this dramatically increases the cost of the computation. In the GFP-3-acetontrile
system-bath example defined in Figure GFP-3 consisted of 51 atoms while the
acetonitrile solvent consists of a total of 1560 atoms. Considering the quadratic scal-
ing of computational cost of N basis sets in hybrid DF'T, it is unrealistic to take this
approach without any modifications.

The first attempt to solve this problem was the graphical processing units(GPU)
in calculating the Fock matrix. It has been shown that quantum calculations can
benefit from using GPU[33] when treating large systems. Using CUDA[34] in C++,
I have written a code in Q-Chem that processes the Fock matrix in a GPU. As the
bottleneck of the building the Fock matrix is the cost of building exchange matrix
K, the two-electron integral was passed to the GPU along with the time dependent
reduced density matrix to calculate the exchange matrix. After testing the code,

it was found that due to the nature of application of real-time propagation of the

13



Fock matrix and electron reduced density matrix, this was not feasible because the
increased cost of the CPU to GPU communication cost was greater than the decrease
of the computational time of the Fock matrix solver as at every time step the Fock
matrix had to be solved. Details on the C++4 CUDA code can be found in Appendix
[Al

Other alternatives to solve this problem are to use different methods of QM /MM
embedding [35], [36], such as density-matrix embedding theory[37], dynamical mean-
field theory [38], or other density-based embedding methods[39-44]. Embedded Mean
Field Theory (EMFT)[45] is a method where both regions are treated with DFT
methods, but with different levels of theory and basis functions. The one particle
density matrix is then divided into subsets A and B as shown in Equation and
the total energy is computed as a functional of each sub-block in the density with

different level of treatments in the AO basis.

V= (2.4)

The energy of the EMFT is then obtained by Equation . EMFT has been
shown to be comparable to ONIOM[46] in terms of energy calculation and geometry
optimization, while avoiding the need to specify link atoms, link orbitals or geometry-
dependent parameters and requiring only the subsystem partitioning in terms of the
basis set[45]. However, EMFT with AO partitioning has failed on a range of systems,
leading to unphysical collapse in energy, population of sub-blocks and dipoles. Ding et
al. introduced an alternative partition scheme where the basis sets in each sub-block

are block orthogonalized (BO) to the other sub-block[44].

Ely) = B*"[y] + B ) — BE [y 4] (2.5)
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The BO method treats a subsystem with a high-level Fock matrix and the re-
maining degrees of freedom with a computationally less expensive Fock matrix by
reducing the quality of the basis and exchange interaction. The BO partitioning
scheme uses a projected basis in place of the conventional AO partitioning to define
the higher level of theory and lower level of theory in both the Fock matrix and
density matrix. It was shown that this reduces errors in properties related to the
embedding approximation[44]. The correct description of the population analysis on

the sub-block provides an accurate interpretation and description of the system.

Hy=UTHyU, G*"[3] = UTGL"[1]U, and 4 = UTyU (2.6)

In Equation 2.6 U is the transformation matrix from the nonorthogonal AO basis

set to the BO basis set where

In this blocked matrix, the identity matrices of subsystems A and B, I44 and IP5,
have the dimensions of n, and n; which are the number of basis functions in each
sub-block, and PAB is the projection matrix, where P4 = (S44)~1S48 in which
S44 and SAP are a sub-block of the AO overlap matrix. The effective Fock matrix

in the BO basis set is then constructed as shown in Equation

FI3] = Ho + G*[§] + (G""[3*] = G*[3*4]) (2.7)

where matrices in tildes are expressed in the BO basis. GH" and GE* represent the
two-electron contributions to the Fock matrix from the higher level and lower level

of method, respectively, and 744 represents the density matrix block that belongs
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to the subsystem with a higher level of theory. The composition of the Fock matrix
formed by the BO Manby-Miller Embedding(BOMME) is illustrated in Figure 2.7}
I chose the simplest scheme to calculate Epx[y44], where only the exact exchange
interaction within the higher level of theory block (AA block) is considered as shown

in Equation [2.8}

1
Epx[y**] = Epxo = —1 > (pslod )y (2.8)

HUAKEA

Ding et al.[44] also discussed two more complex schemes, but determined that Egxo
has the best balance between accuracy and speed. I found it the best choice to reduce

the computational cost for the present system.

2.2.2 Methods

Realtime TDDFT and Hartree-Fock theory lead to a Liouville equation for the

one-particle density matrix[47, [48]:

§ = —21P(),) (29)

where ~ is the time-dependent one-electron density matrix, and F' is the time-
dependent Fock matrix of HF (or KS) theory expressed in an orthonormal basis.
The Fock matrix can be written as: F[y] = Hy + GJ[y| in which Hj is the core

Hamiltonian, and G contains the two-electron contributions:
Gyl = ] + e K[y] + Vae[7] (2.10)

J and K are the density-dependent Coulomb and exchange operators, V. is the
KS exchange-correlation contribution to the Fock matrix[49], and ¢, is the coeffi-

cient of the exact exchange for hybrid KS theories. The bottleneck of integrating
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Equation [2.9) is the computation of J, V. and especially K, which needs to be re-
calculated several times for every femtosecond of propagation time. Methods and
techniques that decrease the computational cost of the Fock term can save the cost
of propagation[50-52].

l

Y[t + At] = A[t] + At x5 = y[t] + At % — [F(y),v] (2.11)

=~

At 4+ At] = UA[tJU* = A [t]etat T (2.12)

Instead of using the general propagation method as shown Equation [2.11] a mod-
ified midpoint unitary transformation (MMUT) algorithm[53], shown in Equation
2.12| was used to propagate the density with a larger step size while maintaining
stability of numerical noise. The MMUT method was shown to conserve energy in
long-time dynamics compared to common propagation methods such as Runge-Kutta
method[54]. The detailed code implementations to PySCF for the propagation are

explained in Chapter [5.1}

Fly] = Hy + G[y] + D * E[t] (2.13)

The Fock matrix under an external field can be expressed as shown in Equation
where E[t] is strength of external field at a given time ¢ where D are the
dipole moment integrals in AO basis. When treating an intramolecular embedding,
applying an external field during the propagation when the Fock matrix is expressed
in an AO basis exhibited unidentifiable peaks in absorption spectra. This was solved
by transforming the dipole moment integrals to a BO basis, D, then applying the

perturbation to the region with higher level of theory. This approach will be discussed
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in more detail for the case of a pyrazole model system(d).
Fly] = Hy + Gy] + Daa = Elt] (2.14)

In this study, I propagated the electron dynamics within the Born-Oppenheimer
approximation. Propagation of 25000 steps with a time step of 0.02 a.u. was per-
formed. An impulsive electric field with field strength of 0.001 a.u. , frequency of
0.9202 a.u. and 7 of 0.07 in x, y, and z direction was applied. The high level of
theory subsystem was calculated with PBE0/6-31G* and the lower level of theory
subsystem was calculated with PBE/STO-3G.

The accuracy of the intermolecular embedding method on absorption spectra
was tested for benzene and methanol solvated by water molecules. The accuracy of
the intramolecular embedding method on the absorption spectra was tested for 3,4-
dimethyl-1H-pyrazole and (2E,4E,6E,8E)-3,7-dimethyl-9-(2,6,6-trimethylcyclohex-1-
en-1-yl)nona-2,4,6,8-tetraenal(retinal, e¢). Benchmarking of the computational cost
of real-time propagation was done with benzene surrounded by different numbers
of water molecules. Finally, a comparison of the embedding methods using (Z)-
5-(4-hydroxybenzylidene)-2,3-dimethyl-3,5-dihydro-4H-imidazol-4-one (GFP neutral
chromophore, ¢) to QM/MM and experimental value[55] was done. The QM /MM
calculations were performed using PySCF’s point-charge embedding feature.

After propagation, dipole moments in the x,y,z-directions were exported and then
Fourier transformed to absorption spectra, followed by summation. The population
of each subsystem was monitored, and the entropy of the complete system was cal-
culated.

All molecules were optimized using DFT calculations in their ground states be-
fore the electron propagation. In Figure for each absorption spectrum, the atoms

belonging to the higher level of theory and lower level of theory are specified by the
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Figure 2.8. Molecules used for benchmarking. a) benzene b) methanol c)
(Z)-5-(4-hydroxybenzylidene)-2,3-dimethyl-3,5-dihydro-4H-imidazol-4-one
(GFP neutral chromophore) d) 3,4-dimethyl-1H-pyrazole e)
(2E,4E,6E,8E)-3,7-dimethyl-9-(2,6,6-trimethylcyclohex-1-en-1-yl)nona-~
2,4,6,8-tetraenal(retinal)
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Figure 2.9. Absorption spectra of one methanol with 3 water molecules: (a)
Low-energy region, and (b) high-energy region. Note that the spectra are
plotted at different scales for clarity. High theory employs PBEO, and
low-level theory employs PBE. Both methods used a mixed basis set of
6-31G*/STO-3G on methanol and water, respectively.

red and green shaded regions, respectively.

2.2.3 Results and Discussion

Figure [2.9| shows the absorption spectra obtained by performing RT-TDDFT on
a system of one methanol molecule and three water molecules treated with PBE(/6-
31G* and PBE/STO-3G, respectively. As expected for an embedding method, the
absorption spectrum of the system is a combination of the PBE0/6-31G* methanol
spectrum and PBE/STO-3G water spectra. The BOMME spectrum matches peaks
of the PBE0/6-31G* spectrum of the system and of isolated methanol in the lower
energy region up to 18 eV and matches peaks of the PBE/STO-3G spectrum in the
higher energy region. All peaks of the BOMME method under 18 eV, other than
peaks at 13.44 eV and 17.32 eV, correspond to the PBE0/6-31G* predicted peaks
for methanol, whereas absorption above 18 eV and peaks at 13.44 eV and 17.32
eV correspond to water peaks predicted by PBE/STO-3G. For this geometry, the

shift due to solvation is small. An absorption of the isolated methanol at 11.85 eV
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corresponds to 11.66 eV in high-level theory and to 11.61 eV in BOMME, which are
-0.19 eV and -0.24 eV from the isolated methanol peak. The effect of the bath is
therefore not strong, and the shift of peaks by the low level theory of the bath is
similar to that by the high level theory of the bath.

The time propagation of dipole moments in xyz directions for one methanol and
three water system is shown in Figure [2.10, The amplitude of the dipole moments is
stable, except for the initial oscillation that is due to initial interaction of the impul-
sive electric field. The trace of density in the AA block and in the BB block and total
number of electrons in the whole system is shown in Figure 2.1} As was the case
for the ground state population analysis[44], after the system undergoes electronic
excitation, the populations of the electrons are confined within the AA and BB block
of the density matrix, where the sum of traces of two blocks makes up the total num-
ber of electrons in the system. Total entropy and partial entropy in methanol are
shown in Figure 2.12] The entropies of the two subsystems are not constant, since
electrons are exchanged between these regions throughout the propagation, as shown
in Figure [2.11] Thus, no indication of unphysical behavior, instability, or artifactual
transitions is observed.

[ used a simple system of benzene solvated by a different number of water molecules
to benchmark the computational cost of BOMME relative to that of non-embedding
methods. The time cost per ps of propagation is expressed as wall clock time. As
shown in Figure the method achieves significant relative speedup compared to
simulations of purely higher level theory, and becomes more affordable as more ex-
plicit solvent molecules are used.

I then investigated the performance of BOMME method’s dependency on the size
of the environment. I performed the propagation calculations and obtained the ab-
sorption spectra of a benzene with one water molecule (Figure .a) and ten water
molecules (Figure .b). In Figure a, the lowest @ — 7* transition energy
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Figure 2.10. Dipole moments of a system which consists of one methanol
and three water molecules. Methanol calculation employs PBE0/6-31G*;
water calculation employs PBE/STO-3G.
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Figure 2.11. Number of electrons in subsystem A (one methanol molecule -
top panel), B (three water molecules - middle panel), and the whole system
(bottom panel). Methanol calculation employs PBE0/6-31G*; water
calculation employs PBE/STO-3G.
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Figure 2.12. Entropy of the whole system (one methanol and three water
molecules - top panel) and subsystem A (one methanol molecule - bottom
panel). Entropy is calculated using
Syl = =2 [(7)In(y) + (1 — v)in(1 — 7)], where  is electron density
contribution and (1 — +) is hole density contribution in MO basis. Factor of
2 is to account for alpha and beta electron pair.
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Figure 2.13. Speed performance with and without embedding is
demonstrated on a benzene surrounded with an increasing number of water
molecules. Ratios of simulation time are calculated with respect to the
high-level theory scheme. The functional /basis set combinations are
PBEO0/6-31G* on high-level theory (red line and red shaded region),
PBE/STO-3G on low-level theory (green line and green shaded region), and
mixed bases on BOMME method (blue line and red/green shaded region).
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Figure 2.14. Absorption spectra of benzene with (a) one and (b) ten water
molecules. High-level theory used PBE(0/6-31G*, low-level theory used
PBE/STO-3G, and isolated methanol used PBE0/6-31G*.

using BOMME, PBE0/6-31G*, and PBE/STO-3G theory are 7.37 eV, 7.40 eV and
8.80 eV, respectively. This fair agreement is maintained in Figure 2.14]b where the
peaks are 7.24 eV, 7.35 eV and 8.74 eV, respectively. In the presence of larger number
of atoms in the solvation environment, the BOMME method still performs close to
the PBE0/6-31G* method as shown in Figure 2.14b while the computational cost
remains close to the PBE/STO-3G method as shown in Figure 2.13]

I tested an intramolecular embedding as well, which I expected to be significantly
more challenging and possibly showing false absorption peaks due to non-physical
motion of electrons between two sub-regions because the atomic orbitals between the
sub-regions are overlapping closely. I chose 3,4-dimethylpyrazole as the first model
system. With pyrazole’s aromaticity playing a crucial role in absorption of UV-vis
spectra, it was natural to treat the ring with a higher level of thoery and the methyl
groups with a lower level of theory. Indeed, simply applying the same propagation
described above leads to unidentifiable peaks in the BOMME method. Analyzing
the time-dependent electron density in more detail, I found that characteristic DFT

bias towards over-delocalization of the density from pyrazole to methyl groups caused
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Figure 2.15. Absorption spectra of 3,4-Dimethylpyrazole. High-level theory
used PBE0/6-31G*, and low-level theory used PBE/6-31G*.
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Figure 2.16. Absorption spectra of all-trans-retinal. High-level theory used
is PBEO and low-level theory used is PBE. All methods used a mixed basis
of 6-31G*/STO-3G.

these additional peaks. The excitation pulse delocalized the electron and hole den-
sity into the two different regions[56]. This problem was solved by perturbing only
the PBE(0/6-31G* block, and restricting all fields to the PBE/6-31G* block. After a
modified perturbation was applied to the system, the resulting spectra has no visible
artifacts. The first excited-state peak is at 7.43 eV, 7.88 eV and 7.98 eV for the
PBE/6-31G* method, the BOMME method, and the PBE0/6-31G* method, respec-
tively as shown in Figure [2.15

Applying the perturbation to only the high-level method region appears to effec-
tively solve the problem of spurious embedding absorbances. Figure [2.16| shows the
absorption spectra of all-trans-retinal. BOMME functions well when a reasonable

definition of high- and low-level method regions are chosen such that it does not
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Figure 2.17. Absorption spectra of benzene with ten water molecules
calculated with DFT, BOMME, and QM/MM, compared with spectrum of
an benzene (PBE0/6-31G*).

disconnect the conjugate 7 system of the chromophore. As shown in Figure [2.16]
the conjugated double bonds were chosen to be treated with a high-level method as
they contribute the UV-vis absorption peak. The lowest excitation peaks were 2.41
eV, 2.97 eV and 3.04 eV for the low-level method, the BOMME method and the
high-level method, respectively. The experimental values for absorption of all-trans
retinal are 3.24 eV and 3.37 eV, in ethanol and hexane respectively[57].

Lastly, I compared the BOMME method with point-charge QM /MM em-
bedding for a few systems to demonstrate the effect of explicit solvation. Figure
shows the absorption spectrum of benzene and ten water molecules generated
by purely high-level theory, BOMME, and QM/MM between 5 eV and 9 eV. As

shown in Table [2.1] using the absorption peak of benzene as a reference, the solva-
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TABLE 2.1

POSITION OF THE LOWEST EXCITED STATE ENERGY IN FIGURE

2.17
Method Peak (eV) Difference
Ref 7.44 +0.00
BOMME 7.37 -0.07
PBE0/6-31G* 7.34 -0.10
QM/MM 7.46 +0.02

tion shift of the lowest excited state energy in high-level method and BOMME were
-0.10 and -0.07 eV, respectively, whereas the QM /MM spectrum was +0.02 eV. This
demonstrates the accuracy of the BOMME method for calculating the magnitude of
solvation shift as well as the disagreement of the QM /MM method in the direction
of solvation shift compared to a DFT-only method.

The disagreement of the QM /MM embedding method with the high-level ref-
erence method is further shown in Figure [2.18] where the absorption spectra of a
neutral GFP chromophore obtained using the BOMME method, QM/MM method
and experiment[58] are compared. Point-charge embedding produces a first bright
state approximately 40 nm away from the experimental peak, which is at 370 nm,
whereas BOMME is in good agreement with the experiment and is predicting solva-

tion shift in the opposite direction compared to QM /MM embedding,.

2.2.4 Conclusions

In this chapter, I investigated the potential of the BOMME method as a tool to

accurately propagate the electronic system after experiencing electric field at small
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Figure 2.18. Absorption spectra of a neutral GFP chromophore with ten
water molecules calculated with BOMME (6-31G/PBEO0, STO-3G/PBE)
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additional cost. The results shows the advantage of the BOMME method as applied
to RT-TDDFT in reducing computational cost while minimizing the accuracy loss.
Both intermolecular and intramolecular schemes with BOMME capture the shift of a
solvated chromophore. Because of the simple framework of BOMME using the Fock
matrix, the method can easily be combined with a multiple timestepping scheme to
obtain further speedups[59, [60]. With the tool available to increase the accuracy at
little additional computational cost to investigate the excited state system, I then
sought to solve the problem of peak shift that I found to be a problem in simulating

TA spectra.

2.3 Real-time Time Dependent Tamm-Dancoff Approximation

2.3.1 Introduction

The equation of motion (EOM) for the electron density is weakly non-linear.
Thus, TDHF and TDDFT behave nonphysically when a large number of electrons
are perturbed far from a stationary solution[61} 62]. Because TDDFT uses approxi-
mate time-independent XC functionals, it is well known that the complete excitation
is not achieved when driving a TDHF or TDDFT system at a resonant frequency
of the linear spectrum[53] 63, [64]. When a substantial fraction of the population is
excited, the Fock operator and effective gap change, which puts the driving field out
of resonance. This deviates from the textbook behavior of a closed shell system, and
makes it impossible to use adiabatic RT-TDDFT to correctly model Rabi oscillations.
The Isborn group investigated the peak shifting problem observed in RT-TDDFT and
its dependency on the frequency and intensity of the applied field[20, [62]. As a result
of these problems, electron dynamics simulated with RT-TDDFT might have prob-
lems in modeling laser-induced excitation processes.

This off-resonance problem was observed in transient absorption spectroscopy
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simulations as shown in Figure [2.6] where the peaks of the excited state shifted as
a function of time during the non-radiative relaxation[65]. This problem can be
addressed by replacing the excitation process with excited state density calculation
based on LR-TDDFT. A method that can propagate in real-time during excitation
and relaxation in the presence of a solvent will allow direct comparison of calculation
to experiments. I decided to investigate this problem by comparing the one-electron
reduced density matrix propagation to the Time-dependent Configuration-Interaction
Singles(TDCIS) method, where the full excitation and relaxation exhibits a physi-
cally correct behavior occurs[20], 66], and implement the Tamm-Dancoff approxima-

tion (TDA) to the TDSCF one-electron reduced density matrix propagator[23].

2.3.1.1 Time-Dependent Configuration-Interaction Singles

I first implemented an approximation of TDCIS for use as reference data in further
implementations. In Configuration Interaction methods, the wave function, |®y), is

defined as the summation of set of configurations, |¥), as shown in Equation [2.15}

o) = aolWo) + D af| W) + > alweh) + .. (2.15)

where |Wg) represents the ground state configuration, |U¢) represents the singly ex-
cited state from occupied orbital i to virtual orbital a, |\Iff]b) represents the doubly
excited state from occupied orbital i and j to virtual orbital a and b, and « represents
the coefficient of each term such that (®¢|®¢) = 1. In TDCIS, only the singly excited

state configurations are considered and « now is dependent on the time, t, as shown
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in equation [2.16]

[@o(t)) = ao(t)[To) + Y _ af (£)[T7) (2.16)

2 |Bo() = H(1)|o(0) (2.17)

The time dependent Schrodinger equation describes the time propagation of the
wave function as proportional to the Hamiltonian of the wave function as shown in

Equation [2.17. Combining Equation [2.16| and [2.17] allows the time propagation of

the wave function as shown in Equation [2.19}

)
Z&@o(t» 040 )| Wo) ‘HZ )]wf) (2.18)

ﬁ(t)|<I>0(t)> icio(t)| o) + zZa )W) (2.19)
Using the orthonormal nature of wave functions, the time propagation of coeffi-

cients, &(t) can be defined. By projecting the ground state wave function (¥y| to

Equation o (t), the time derivative of o (t), can be defined as shown in Equation

223
(Wol H (1)|®o(t)) = i{Wo|cio(t)| Vo) +iz<‘1’0’d?(t)|‘l’?> (2.20)
(ol H (1)|@o(t)) = icio(t)(Wo| Vo) + i at(t)(Wo|¥¢) (2.21)
(Wo| H(t)|®o(t)) = iciy(t) (2.22)
o (£)(To | H ()W) + > alf (£) (Wo| H(t)[F) = icig(t) (2.23)
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@i (t), the time derivative of aa(;), can be defined by projecting the singly excited

state wave function (W¢|.

(WS H (1) Do(1)) = (T¢]cio ()| To) + > (We]ag(t)|¥5) (2.24)
(WL H (£)|@o(t)) = dcio(t) (U5 Wo) +1i »  ad(t) (5] TF) (2.25)

ao(t) (U H (8)[Wo) + > af ()(TFH ()W) =i ) al(t) (2.26)

The interaction between the Hamiltonian and a laser field presented by Greenman
et al.[64], as H(t) = H—FEy+E(t)2, where H is sum of one-body and two-body Hamil-
tonian operator[67], Ey is the Hartree-Fock ground-state energy, E(t) is the electric
field strength of the laser, and Z is the dipole matrix. Inserting the time-dependent
Hamiltonian in an electric field in Equation and results in derivatives of the

coefficient ag and a¢, as shown in Equation and Equation [2.28}

idg(t) = —V2E(t) Y afzq (2.27)
iad(t) = (€, — )l + Za (2(aj|ib) — (aj|bi))
)(\/50402@2‘ + Z ) zap — Z g zij) (2.28)

where a and b symbolize virtual orbitals, i and j symbolize occupied orbitals, z,, is the
dipole moment matrix element at orbital p and q, €, is eigenvalue of Fock matrix at
orbital p, and (pg|rs) = [ dzidzax*(x1)X*(22)ris X(21)x(22) for orbitals p, q, r and
s. The TDCIS code is available at github.com/v3op01/DIS2020/ES/TDA/TDCIS. py.

One of the problems in TDCIS is that a smaller timestep is required to correctly
propagate the system as shown in Figure 2.19, When H, was propagated using
an 0.02 a.u. timestep under resonant frequency of 13.5617 eV, the excited electron
population in LUMO did not reach the full excitation and did not relax back to

the HOMO. It was only at a timestep of 0.005 a.u. that complete excitation and
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Figure 2.19. Time propagation of Hy molecule using TDCIS under resonant
electric field. 0.75 Angstrom between hydrogens. HF /cc-pvtz method.
Resonant frequency of 13.5617 eV. Timestep of 0.02 a.u. (top) and 0.005
a.u. (bottom)
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relaxation due to a resonant field was achieved in TDCIS. The same propagation
using Equation 2.52] the latest EOM of TDA implementation, was achieved using
0.25 a.u., which is 50 times that of TDCIS. Thus, transition from TDCIS to TDA
implemented EOM will allow lower computational cost if it can be implememented
successfully. It should be noted that TDCIS, as opposed to RT-TDDFT, cannot have
dissipation due to its equation of motion formalism. In order to study a real system,
dissipation is essential. Thus, I attempted to implement TDA in RT-TDHF to keep
the physically correct behavior of the Rabi oscillation while using the formulation of

RT-TDDFT to allow implementation of dissipation for the later use.

2.3.1.2 Tamm-Dancoff Approximation(TDA)

For simplicity, I will be using the two-electron integral notation used in ref [67],
where (ab||cd) = 2(abled) — (ab|dc), for the restricted Hartree-Fock method. In the

ground state, the Fock matrix F' and density matrix 7 is defined as shown below:

E = 646 (2.29)

where p,q,r,s are general orbitals, i,j are occupied orbitals, and a,b are virtual orbitals.
Under this condition, the change in density matrix v over time is zero according to
Equation [2.9] However, when an oscillatory perturbation is applied, the density
matrix ~ results in linear response 7' shown in Equation and Equation [2.32]
where the matrix d indicates a one-electron perturbation operator in the density

matrix.

Ta = Vo T Vg (2.31)

1 —iw *  _w
Vg = §[dpqe " dy e (2.32)
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First-order changes in the Fock matrix are in the one-electron part, g,,, and in

o — (pq|rs),

two-electron part induced by the linear response of the density matrix,

as shown in Equation [2.33]

Fpg = F]?q + 9pg + (rq| |r5>7;=s (2.33)

1 —lw * W
gpq = E[que ! + que t] (234)

where f represents the one-electron perturbation operator. Substituting £, and ,,

to Equation and multiplying by e~ and e™! factor results in Equation m

wdpr = Z[Fpoqdqr - dqu;?r + (fpg + Z(qust)dst)ng - 'YSq(fpr + Z(qTHSt)dst)]
st st

q

(2.35)

and the conjugate complex of the above equation, respectively. In TDHF, occupied-
occupied and virtual-virtual elements in the d matrix are restricted to 1 and 0,
respectively, due to the idem-potency condition of the density matrix[68]. Thus,
only virtual-occupied and occupied-virtual elements of d matrix, z,; and y,; are non-
zero. Using the diagonal nature of the Fock matrix and the density matrix in spin

orbitals, Equation [2.35| can be converted into a pair of equations, Equation [2.38| and

Equation [2.38}

dm' = Tgi (236)

dm = Yai (237)

Wi = Foyai — wai Fjy + (fai + Y ((ad][ib)ay; + (ag||bi)ys;) )75 (2.38)
bj

Yoi = FlYai — YaiFaw — 15 (fia + Y ((i]]ab)e; + (ij][ba)yss)) (2.39)

bj
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Assuming a negligible perturbation in electronic transition, or f;, = fu = 0, the

eigenvalue problem is obtained as shown in Equation [2.40}

A B X 1 0 X
=w (2.40)
B* Ax| |Y 0 —1||Y
In TDHF, Equation is solved to obtain the excitation energy w with the two-

electron part in block A and B defined as in Equation and Equation [2.42

Avipi = 0ij0a(€a — €;) + (aj||ib) (2.41)

Baip; = (abl|ij) (2.42)

In TDA, occupied-virtual elements of d matrix or y,; are not considered. This nul-
lifies Equation [2.39| and converts Equation to Equation [2.43] leading to simpler

eigenvalue problem as shown in Equation [2.44] :

WEai = FayTai — TaiFy + (fai + > ((aj]lib)ws;) )75 (2.43)
bj

wX = AX (2.44)

The TDA implementation of TDDFT is explained in more detail by Hirata et
al.[68]. There are several assumptions made in TDHF/TDA for solving Equation
and the excitation energy w, which has the same value from TDCIS. The most
important assumption made by TDA was y,; being not considered, which resulted
in matrix B to be deleted from the final equation. In my TDA implementation of
TDHF, TDHF removed the matrix B factor from EOM or included everything except
the matrix B factor. TDA calculates the excitation energy w in TDCIS, which has
the correct excitation and relaxation process under resonant electric field. Thus,

including the TDA implementation in RT-TDHF may allow the correct propagation
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of electron density under resonant electric field.

2.3.1.3 TDA Implementation to RT-TDHF

The first attempt at this implementation was to apply the assumption of TDA to
the EOM of TDHF by subtracting the Y'(¢) matrix to eliminate y,; contribution, as

shown in Equation [2.45]

() = [P(),7(0)] - Y (1) (2.45)
0 > (abl )15 ()31
Y(t) = i (2.46)
S (abl i) (875 () 0

bj

The Equation [2.45| was used to propagate a hydrogen molecule with bond length
of 0.75 A for the H-H bond and the HF /cc-pvtz method. After the system undergoes
the excitation by the electric field pulse, the system was propagated for 25000 itera-
tions with a timestep of 0.02 a.u.. The dipole moment of the system over time was
Fourier transformed to frequency, represented as the red curve in Figure 2.24] The
system, using linear response TDDF'T features in Q-Chem, has a w of 13.4 eV and
13.5 eV for RPA and CIS excitation energy, respectively. As shown in Figure [2.24]
the agreement of the red curve and CIS excitation energy peak shows TDA assump-
tion as described in Equation successfully removed virtual-occupied coupling,
and the EOM has the frequency of TDHF /TDA.

Then the system was propagated under a continuous wave of an electric field at
a resonant frequency of 13.5617 eV with an amplitude of 0.02 a.u.. The propagation
of the electron density population is shown in Figure Ideally, the population
of HOMO (black) and LUMO (orange) should exhibit a Rabi oscillation, where the
transition from excitation to relaxation occurs at the singly excited state and tran-

sition from relaxation to excitation occurs at the ground state. Because the method
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Figure 2.20. Absorption spectrum of Hy with 0.75 angstrom H-H bond,
cc-pvtz/HEF method. Absorption from TDTDA (red), CIS excitation energy
(green), RPA excitation energy (blue)
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Figure 2.21. Time Propagation of Hy molecule under continuous wave at
resonant frequency. Population of LUMO(black), HOMO(orange),
HOMO-5(light blue) and all orbitals (violet). (HF/ce-pvtz method. 0.02
a.u. electric field amplitude. 13.5617 eV resonant frequency. 25000
iterations with 0.02 a.u. timestep.)
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used for the propagation is the restricted Hartree-Fock method, the maximum popu-
lation of the HOMO is 0.5 when the molecule is in its singlet excited state. However,
as shown in Figure 2.21] the population of LUMO exceeds 0.5 around timesteps of
4000, 11000, 18000 and 24000. Although the system starts the propagation from
the ground state, the relaxation does not fully reach the ground state as shown in
Figure where its end of the relaxation process around timesteps of 21000 has a
population of the HOMO(black) below 1. This is due to the size of the timestep of
the propagation, which is too large. As shown in Figure 2.22] when the system is
propagated under the identical conditions using RT-TDHF at its resonant frequency
of 13.4241 eV, the system fails to relax to the ground state. When the size of the
timestep is halved to 0.01 a.u., the system relaxes closer to ground state as shown in
Figure [2.23] which implies that the error can be addressed using a smaller step-size.
The step-size value of 0.02 a.u. did not change since the problem of relaxation starts
to appear after a few Rabi oscillation cycles.

However, the negative population of HOMO-5, or the blue curve in Figure 2.21]
is a problem occurring due to the Y (¢) term in Equation As shown in Figure
and Figure [2.23] there is no sign of negative population using RT-TDHF. This
is due to the indirect changes in the virtual-occupied and occupied-virtual block of
density matrix. As shown in Equation m, Y (t) does not directly interfere with the
diagonal element of the density matrix. The expanded equation of motion for TDHF
(Equation demonstrates why Y'(¢) affects the density. Y'(¢) only modifies the
Yoo and 7,, block of the density matrix during propagation. As shown in Equation

and Equation [2.51] the modified 7,, and v,, affects the v,, and v,y

dy, _ |iR(T) ()

S LCDIRICS

ih( = [F(t),7(1)] (2.47)
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Figure 2.22. Time Propagation of Hy molecule under continuous wave at
resonant frequency using RT-TDHF. Population of LUMO(black),
HOMO(orange), HOMO-5(light blue) and all orbitals (violet). (HF/cc-pvtz
method. 0.02 a.u. electric field amplitude. 13.4241 eV resonant frequency.
25000 iterations with 0.02 a.u. timestep.)
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Figure 2.23. Time Propagation of Hy molecule under continuous wave at
resonant frequency. Population of LUMO(black), HOMO(orange),
HOMO-5(light blue) and all orbitals (violet). (HF/ce-pvtz method. 0.02
a.u. electric field amplitude. 13.4241 eV resonant frequency. 50000
iterations with 0.01 a.u. timestep.)

46



1.0 -

Population
o o
S 2N S

o
T -b T T

O
T '\) T T

0.0

0 5000

10000

15000

Timesteps

20000

25000

Figure 2.24. Time Propagation of Hy molecule under continuous wave at

resonant frequency. Population of LUMO(black), HOMO(orange),

HOMO-5(light blue) and all orbitals (violet). (HF/cc-pvtz method. 0.01

a.u. electric field amplitude. 13.5617 eV resonant frequency. 25000
iterations with 0.02 timestep.)

Z-h(d’YOO) = [Foo(t)f}/oo(t) + Fov (t)700<t)] - h/oo(t)Foo(t) + Yov (t>Fvo(t>]

dt
o DYow
ih( o )
d/Y’UO>
dt

ih(

Zh(d%w) = [Fvo(t)’Yov (t> + Fvv (t>’7vv (t)] - [’Vvo(t>Fov (t) + ’Vvv(t)Fvv(t)]

dt

= [Foo(t)’%v (t) + Fov (t)’va(t)] - [’Yoo(t)Fov (t) + ’Yov(t)Fvv(t)]

= [Fuo(t)V00(t) + Fou(t) Yoo (1)] = [Yoo () Foo(t) + 7w (£) Fuo(t)]

(2.48)
(2.49)
(2.50)

(2.51)

Equation [2.45]also has a problem with the maximum population of HOMO being

dependent on the amplitude of electric field. In TDCIS, the change in the amplitude of

the electric field leads to the change in the frequency of the Rabi oscillation only[20].

As shown in Figure when the amplitude of the electric field was halved, the



maximum population of HOMO changed as well. These observations indicate that
Equation is not sufficiently accurate to reproduce TDCIS-like propagation. The
negative population in Figure shows that Y'(¢), which changes only in ~,, and
Yvo, also requires changes in 7,, and 7,, that counteract the indirect influences such
that the diagonal element of density matrix holds positive value.

The problem of HOMO population exceeding 0.5 is due to changes in the eigen-
values €, of the Fock matrix as explained in the introduction section. During the ex-
citation process, the change in populations in the density matrix leads to the change
in F(t) and changes the resonant frequency[65]. TDCIS also has €, dependency in
its equation of motion as shown in Equation [2.28 but € is constant throughout the
process as the Fock matrix is not solved during propagation. Thus, the TDA ap-
proximation cannot be applied to EOM of TDHF without significant modifications.
Although TDA has the same w as TDCIS, because TDA also assumes ground state
population during the excitation process, the basic assumption is violated and the

excitation frequency shifts.

. Vi YVia 1
iy = [FOAO1+ | 7 | B0 - 20]  (252)
Yai  Yab
Nii i ZOU‘ ‘UO>%‘,O +c.c - Z(ao‘ ‘iv>70,v
v a 0,v 0,v
= | ' (2.53)
Yai  Vab - Z<a0| |iv>’7v,o - Z<b0| |av>7a,v +c.c

Attempts to avoid the problem with resonant frequency shifts by using F'(0) for
the propagation while adding terms separately to sub-blocks of v that corresponds
to TDCIS were explored. The equation of motion that simulates the Rabi oscillation
is shown in Equation [2.52] where TDCIS terms in Equation [2.53| are added to the
EOM of ground state Fock matrix F'(0) and modified field contribution are added.

The population propagation in orbitals is shown in Figure where the problem
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Figure 2.25. Time Propagation of Hy molecule under continuous wave at
resonant frequency. Population of LUMO(black), HOMO(orange),
HOMO-5(light blue) and all orbitals (violet). (HF/cc-pvtz method. 0.01
a.u. electric field amplitude. 13.5617 eV resonant frequency. 25000
iterations with 0.02 timestep.)
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Figure 2.26. Time Propagation of Ny molecule under continuous wave at
resonant frequency. (HF/6-31G method. 0.01 a.u. electric field amplitude.
24.6330 eV resonant frequency. 25000 iterations with 0.02 timestep.)
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with maximum population of virtual orbitals and negative population is not observed.
However, Equation [2.52 is only applicable to a system that has one occupied or one
virtual orbital. When tested on Ny with a 6-31G basis set on its resonant frequency of
24.6330 eV, the population became negative during propagation as shown in Figure
2.26] This implies that there is a missing term in Equation between off-diagonal

elements of ~,, and ~,,. The work therefore was not further pursued.
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CHAPTER 3

USING NEURAL NETWORKS IN CHEMISTRY RESEARCH AND
EDUCATION

3.1 Exploring Bullvalene Conformers Using Neural Network Force Field Molecular

Dynamics

3.1.1 Introduction

With the availability of powerful performance of modern GPUs, the application of
machine learning(ML) has been expanded to the field of chemistry. Researchers have
used ML to predict reaction products[69, [70], bond energies[71], partial charges[72]
and other electronic structure properties[73]. The Parkhill group released a software
called TensorMol[74], a Python package that trains neural networks on DFT data
to predict energies and its gradients to offer simulation tools such as geometry opti-
mization and molecular dynamics using energies and gradients predicted by a trained
neural network (NN).

With the promising results of NN in predicting the energy and gradient[74], I
attempted to use a neural network trained force field (NNFF) to predict a reaction
via molecular dynamics. Mechanistic studies of reactions using DFT requires the
chemist to predict its transition states, intermediates, and products and verify their
prediction by experiment. DFT transition state structure calculation has been proven
to be very accurate for studies of organic reaction mechanisms[75]. However, while
the calculated results on the predicted reaction pathway using DFT are accurate, it

does not predict a product when given reactant and reagents and when there is a

52



Figure 3.1. Structure of Bullvalene. Bullvalene has 1,209,600 degenerate
states. [70]

possibility of a side reaction that chemist could not predict.

Ideally, a chemist can run Ab Initio Molecular Dynamics (AIMD) of all reactants
and reagents using the electronic structure methods and its calculated energy and
gradient combined with thermostat to predict the reaction product. This method,
which is purely based on theory and not the intuition of chemists, will provide an
unbiased reaction product, but the computational cost of such an application is not
feasible even with the modern technology of computational chemistry. However, with
the availability of a NNFF that predicts the energy and the gradients with the ac-
curacy of the DFT method at linear scaling[74], using NNFF to study the reaction
mechanism may offer an accurate and cheap tool for chemists. In this chapter, I
attempt to verify NNFF’s ability to predict the reaction product using molecular
dynamics simulation under thermal environment.

Bullvalene, tricyclo[3.3.2.0%%]deca-3,6,9-triene, is a molecule that rapidly under-
goes Cope rearrangement[76] as shown in Figure . Because the bond formation
and breakage occurs intramolecularly via Cope rearrangement around room temper-
ature [77] with activation energy of 13.1 kcal/mol[78] and having 1.2 milllion degen-
erate states[70], bullvalene is an interesting system, in which its fluxional behavior
decreases with the number of substituents[79, 80]. Thus, given a multi-substituted

bullvalene, well-trained NNFF may be able to predict a most stable isomer from any
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other isomers.

3.1.2 Methods

Using the dataset that contains 1,187,690 molecules of 29,552,336 atoms with
atom number of 1 to 36 and 53 and its potential energies, atomic forces and Mul-
liken charges calculated using Q-Chem[81] with the wB97X-D/6-311G** method,
the network was trained on energy, force and charge with learning rate of 0.0001 on
GTX 1080. The network that uses elemental modes generated by auto-encoder[82]
was trained to perform the molecular dynamics simulation. The python script used
to train the network is available at https://github.com/v30p01/DIS2020/tree/
master/NN/BV/train.py.

Once the network was trained, the energy and force of bullvalene undergoes MD
simulation for 20,000 iterations with 0.05 fs timestep using Nose thermostat[83], a
built-in feature of TensorMol. The time propagation of energy and molecular co-
ordinates was studied for bond formation and breakage. The python script used
to run MD simulation is available at https://github.com/v30p01/DIS2020/tree/

master/NN/BV/sim.py

Figure 3.2. Structure of
3,4,6,10-tetramethyltricyclo[3.3.2.0%%]deca-3,6,9-triene
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0fs 75 fs 100 fs

Figure 3.3. Simulation of
3,4,6,10-tetramethyltricyclo[3.3.2.0%%]deca-3,6,9-triene at 2000K

3.1.3 Results and Discussion

When the temperature was set to 300 K, the temperature that bullvalene un-
dergoes rearrangement[77], no bond breakage or formation was observed during the
simulation time of 2 ns. It was only when the temperature was set to 2000 K that
the rearrangement was observed during the simulation via bond breakage and forma-
tion. Thus, using temperature setting of 2000K, the simulation was then tested on
3,4,6,10-tetramethyltricyclo[3.3.2.0%8]deca-3,6,9-triene shown in Figure [3.2]

As shown in Figure [3.3] the molecule started with the C4-C5-C8 forming 3-
membered ring. Then, C5-C8 bond breaks around 1500 timesteps (75.0 fs), lead-
ing to C7-C10 bond formation around 2000 timesteps (100.0 fs), forming C1-C7-C10
3-membered ring. Then around 11440 iterations, the molecule reforms C4-C5-C8
3-membered ring, which then C4-C5 bond breaks around 15000 timesteps and C2-C7
bond forms around 16000 timesteps, resulting in C1-C2-C7 3-membered ring. Dur-
ing 20000 iterations of simulation, total of 3 transition state geometries and 4 ground

state geometries were observed, which is expected based on the activation energy and
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Figure 3.4. Energy propagation of
3,4,6,10-tetramethyltricyclo[3.3.2.0%%|deca-3,6,9-triene at 2000K with 0.05
fs timestep

simulation time.

However, due to the temperature setting of 2000K, the energy of a molecule did
not reflect these observation nor provide any insight as shown in Figure [3.4. The
potential energy when the bond breaks around 1500 timesteps is a local maximum
and the potential energy when the bond forms around 2000 timesteps is a local min-
imum. However, there exists more than 3 local maxima and 4 local minima that are
not associated with bond formation and bond breakage. This could be due to high
temperature setting which distorts the molecule in various shapes. Thus, a longer
simulation time at lower temperatures is needed since too much noise is observed
at these temperature. In order to observe the transition at 300 K, approximately

530,000 ns of MD simulation will be required [84].
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3.1.4 Conclusion

I used NNFF to investigate its ability to predict reaction mechanism and the reac-
tion product via MD simulation. Bullvalene was selected as a test model as it breaks
and forms bond continuously at room temperature. However, my trained NNFF was
not able to break and form bond until the temperature was set to 2000K, which made
interpreting energies of simulation difficult.

In order to improve the neural network, large amounts of data are always needed.
Unfortunately, although I have used a dataset containing more than 1 million molecules,
most of the molecules in the dataset used were in or close to their optimized geom-
etry coordinates. Since the network has a low amount of data on transition states
of molecules, it had difficulties breaking the bonds at room temperature. Includ-
ing datasets near the transition states of molecules would be crucial in training the
network for predicting the reaction mechanism and product. However, the transi-
tion state search algorithm is more expensive than the ground state optimization
algorithm since transition state search requires the Hessian matrix to be calculated.
Thus, it would be cheaper to randomly collect data from using meta-dynamics[85].

This work was not further pursued.
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3.2 Using Neural Networks to Enhance Learning in Undergraduate Organic Chem-

istry Courses

3.2.1 Introduction

The flipped classroom is a new and popular instructional model, in which the class-
room material is shifted to home activities, and homework and projects are shifted to
the classroom[86]. Flipped classrooms are an effort to transform a traditional teach-
centered classroom, where students passively listens to information[87], to student-
centered classroom, where active-learning, peer-assisted learning and collaborative
learning is encouraged[86-88]. The studies with flipped classroom reported not only
its advantages of improved learning performance[89], increased engagement[90] and
flexible learning]91], but also its challenges of increased time consumption for the
preparation of the classroom for both student[92] and teachers[93-H95], difficulties of
reaching out for help out of class[96], and lack of access to technologies[97].

With the improved technologies, many attempts to implement these technologies
into chemistry courses have been done[98], 99]. Through computational models such
as calculation of bond dissociation energies, bond distances and MO visualization,
students gain enhanced understanding of the molecular and electronic structures of
molecules[100]. Without the accessibility to such tools, students cannot benefit from
improved technologies. Furthermore, the speed of the computations needs to be fast
enough to allow interactive learning. In this chapter, I will outline a website that
can be used to enhance student learning experience by providing a thermodynamics

database, 3D visualization tools and prediction of reaction products with ML.

3.2.2 Methods

In the current and first phase, the goal is to build a website that is capable of

building a database for further work. I used django[101], a Python-based free and
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open-source web framework, to create the website. Python is used to manage the
overall server, JavaScript is used to handle input, and the Html language is used to

build the framework of the webpage.

3.2.3 Outline

As shown in Figure[3.5] the general web framework is composed of submission and
database access. Each datapoint in the database is a molecule with a SMILES string
as an ID. Once the ID is stored, 3D coordinates of the molecule can be generated
using either RDKit[I02] or OpenBabel[103] or be imported from existing databases
such as PubChem[I04]. Then, using PySCF[105], the geometry is optimized and the
energy calculation results are stored in the database. The database is specifically
targeted for molecules covered in undergraduate organic chemistry.

A script that automatically builds a database while allowing individual submis-
sion from the webpage will be implemented. In order to avoid duplicate data points,
the SMILES strings will be used as an input format. For the generation of SMILES
strings, Marvin JS[I06], which allows users to draw 2D structures of molecule and
export the SMILES string, will be used. For the 3D visualizer of the database, I plan
to use JSMol[107], a JavaScript version of Jmol[10§].

In the next phase, the database will be expanded for sets of concerted reactions
such as SN2, Diels-Alder, and Claisen rearrangement. The transition states in these
reactions will be calculated and collected. Using visual tools, the energy profile with
reactant, energy barrier, and product will be provided, which will allow students to
understand thermodynamics and the kinetic effects on the reaction path by providing
the calculated result.

The last phase will be using the database to build a NNFF that is specialized in
undergraduate organic chemistry, which requires additional datapoints using meta-

dynamics [85]. The NNFF can be used to calculate energy of molecules that students
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enter, which may not be present in the database. Due to computational cost of DFT,
students may not be provided with the information in an interactive manner. How-
ever, NNFF can provide students the information in time for them to use the tool in
an interactive fashion.

The database of the calculated ground state energies of molecules can also be used
to train a graph convolutional neural network that predicts organic outcomes[109)].
When a student asks about a reaction outcome using existing reaction with a heavily
modified reactant, I currently search for actual data from experiment manually to
give student a feedback. By reducing the dataset to molecules of interest in under-
graduate organic chemistry and by providing additional information, such as ground
state energies, the trained network will perform better to predict the reaction out-
come for the organic chemistry course and be useful tool for students to use to quickly

check with questions regarding reaction outcomes.

3.2.4 Conclusion

The database, which will be available online, will be easily accessible to stu-
dents and can be used to enhance a student’s learning experience by providing the
numerical data for reaction of interest to undergraduate organic chemistry. When
students are given a set of similar reactions from the database, they will recog-
nize and locate the reaction site. By submitting a reaction and observing the fea-
sibility of the submitted reaction, students can apply the knowledge and get eval-
uated quickly. Lastly, students can design a synthesis of a molecule and test it
in laboratory, which will connect the theory and experiment for the students. Be-
sides the database, simplicity and the visual aspects will be very important since
no students will be willing to use tools that are not easy to use and visually cap-
tivating. The current version of the code for the website is available at https:

//github.com/v30p01/DIS2020/tree/master/NN/TEACH/ochelper.
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CHAPTER 4

MECHANISTIC STUDIES OF THE REACTION OF SQUARAINE DYES

4.1 Formation of Oxindole Derivatives from the Squaraine Dyes

4.1.1 Introduction

Squaraine dyes, a four-membered aromatic ring system derivative of squaric acid
shown in Figure [4.1] are molecules that possess sharp and intense absorption bands
in the red to near-infrared region[I10]. The photo-physical properties of the dyes
have been studied and find application as photo-receptors in copiers[I11], photocon-
ductors in organic solar cells[I12], and sensors for metal ions[I13] and for biological
molecules[I14]. The central ring can be attacked by nucleophiles as shown in Figure
[4.2] which alters the photochemistry of the dyes. The reactivity and photochemical
properties of derivatives of squaraine has been of interest to many chemists.

The Ashfeld group has investigated the nucleophilic addition of phospho-
rus(I1T) derivatives to dianiline squaraine dyes[115] and reported the structure, sta-
bility and reversible formation of zwitterionic squaraine-phosphine adducts as shown

in Figure £.3] The Ashfeld group continued their investigation on their work and

Figure 4.1. General Structure of Squaraine.
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Figure 4.2. Nucleophilic attack of Squaraine Dyes
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Figure 4.3. Addition of Phosphine Derivatives to Dianiline Squaraines

Figure 4.4. Formation of benzofuranone and oxindoles
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R=Ac (6a) >99%

Boc (6b) 72%

NEt, Ts (6¢c) 96%
Cbz (6d) 82%

Me (6e) 0%

Bn (6f) 0%
CH,CHCH, (6g) 0%
CH,CCH (6h) 0%

Figure 4.5. Structure of oxindole product from diaoniline squaraines and
experimental yields

discovered the formation of benzofuranones and oxindoles from squaraine-phosphine
adducts as shown in Figure[d.4] In the case of formation of oxindoles shown in Figure
[4.5] many substituent they have studied, in case of R=acetate, the product is formed
with a yield greater than 99%. They also observed reversion of 6a to 4a when the
oxindole product was exposed to the acid, indicating that the reaction is reversible.
In order to have better understanding of the reaction, I carried out a DFT study to
understand the surprising stability of the zwitterionic products and determine the
reaction pathway for formation of oxindole from squaraine dyes and the effect of

substituents on oxindole ring on the experimental yield.

4.1.2 Methods

DFT calculations were performed with the B3LYP /6-311G+ method with a CPCM
implicit solvent model and a dielectric constant of 4.8069 using Q-Chem[81]. DFT
calculations for the thermodynamics studies were performed with the 6-3114+G* basis
set and B3LYP method, without dispersion correction, using Gaussian 16[116]. All
geometry optimization was performed using a CPCM solvent model with parameters
for chloroform unless noted otherwise. The transition state calculations were done
using the QST2 method. The frequency calculation was performed at the transition

state to ensure that the structure have only a single imaginary frequency correspond-
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ing to the reaction coordinate.

4.1.3 Result and Discussions
4.1.3.1 Population Analysis of Oxindole Product

The Ashfeld group originally expected the protonation of the ylide with the ex-
posure of acid, but instead discovered the reversion of the oxindole 6a to squaraine
dyes 4a. This finding is surprising given the zwitterionic nature of 6a. I performed
geometry optimization and the population analysis on oxindole product 6a. Using
Avogadro[117] and population analysis output file, the electron potential surface of
6a was visualized as shown in Figure [4.6], where the red regions represent nega-
tively charged regions and blue regions represent positively charged regions. The
result shows the negative charge across the oxindole ring, aniline ring and extended
throughout the m-system, revealing that the inactivity of ylide to acid is due to lack
of specific reaction site where the charge is localized. Instead, the negative charge is

completely delocalized.

4.1.3.2 Mechanistic Study

I studied three distinct mechanistic hypotheses for the formation of 6a shown in
Figure I proposed INT 1 as the first intermediate due to dianiline squaraine
dyes’ reactivity with phosphine[I15]. The existence of this intermediate has been
confirmed experimentally by the Ashfeld group by x-ray crystallography. INT D
is envisioned as the last intermediate before protonation that would lead to the fi-
nal product 6a. In between, we proposed three different pathways; Path A, where
squaraine ring cleavage connects to formation of protonated oxindole ring via transi-
tion state TS A; Path B, where squaraine ring cleaves to ketene intermediate INT
2 followed by formation of a protonated oxindole ring, and Path C, where formation

of a protonated oxindole ring is followed by squaraine ring cleavage. In order to test
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Figure 4.6. Electron potential surface of 4e. Red indicates negative charge.
Blue indicates positive charge.
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Figure 4.7. Mechanistic hypothesis for formation of 6a
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Figure 4.8. Result of Geometry optimization

path A, geometry optimization on INT 1 and INT D was performed, followed by a
transition state search using QST2 method for TS A.

However, as shown in Figure 4.8 geometry optimization on INT D led to INT
2, suggesting that path B is possible but also that the last intermediate INT D is
highly unstable. Similarly, geometry optimization on deprotonated INT 2, INT 2’
with C-N bond length of 2.76 A, led to final product 6a. In order to understand these
observations, I visualized the molecular orbitals(MO) using Molden[118] as shown in
Figure 4.9,

In Figure MOs of INT 2 and INT 2’ are shown on the top and bottom,

respectively. In order to form the oxindole ring, the nitrogen acts as a nucleophile
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HOMO-1 HOMO LUMO+1

Figure 4.9. Molecular Orbitals of INT 2 and INT 2’

to attack the carbonyl carbon on the ketene. In MOs of both INT 2 and INT 2°,
LUMO+1 indicates the electrophilic nature of the carbonyl carbon on the ketene.
However, HOMOs of INT 2 do not have orbitals around the acyl nitrogen. Thus,
the protonated oxindole INT D is unlikely to form due to the nitrogen’s lack of its
nucleophilic nature. On the other hand, deprotonated nitrogen introduces HOMO
and HOMO+1 around the nitrogen, which can overlap well with LUMO+1. Thus,
geometry optimization will optimize INT 2 to oxindole product 6a.

I then performed potential energy scans (PES) of the C-N bond from 1.50 A,
corresponding to 1.47 A C-N distance in 6a, to 2.70 A, corresponding to 2.76 A C-N
distance in INT 2, to search for local extrema, or a potential transition state. As
shown in Figure [4.10] both scans shows no indication of a transition state. Thus,
proton transfer on INT 2 forms INT 2’, which will automatically lead to formation
of 6a as shown in Figure [4.10| with the downhill blue curve.

With these results, we proposed a new reaction pathway where squaraine dye 4a
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Figure 4.10. Potential energy scan of C-N bond for INT 2(red) and
6a(blue)
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Figure 4.12. Free energy profile for oxindole 6a, 6a*, and 6e* formation
using Gaussianl6 with B3LYP/6-3114+G* method.

forms phosphine adduct INT 1, which is followed by transition state TS 1 forming
ketene intermediate INT 2 and where proton transfer on INT 2 leads to formation
of oxindole as shown in Figure |4.11} The result that the protonated INT D opens
barrier-less to INT 2 while the deprotonated IN'T 2’ leads to barrier-less ring clo-
sure to 6a suggests a concerted process where the deprotonation of the acetamide is
coupled to the formation of the C-N bond. This is best understood in the framework
of a general acid/base catalysis where the proton transfer is part of the rate deter-
mining step[119, 120]. Using the newly proposed reaction pathway, I performed DFT
calculation on the intermediates and the transition state to understand the experi-
mental observation.

The free energy surface of the reaction is shown in Figure [4.12l The transition

state between INT 2 and 6a cannot be calculated due to coupled proton transfer
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Figure 4.13. Orientations of aniline in product without hydrogen bond 6a
and with hydrogen bond 6a*

transition explained above. From squaraine dye 4a with phosphine PBug, the adduct
INT 1 only increased in energy by 0.04 kcal/mol. With the barrier of squaraine ring
cleavage of 25.3 kcal/mol via TS 1, ketene intermediate INT 2 is 11.8 kcal/mol
higher in energy than INT 1. The initial conformation of oxindole product 6a is 6.4
kcal/mol higher in energy than the squaraine, but undergoes conformational change
to a lower energy structure rapidly.

The X-ray crystal structure of 6a revealed the rotated aniline ring 6a* as shown

in Figure [4.13] The optimized structure of 6a* is 4.5 kcal/mol lower in energy than
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6a and has hydrogen bonding between oxindole’s carbonyl oxygen and amide’s hy-
drogen with distance of 1.90A, as indicated with the red dashed line in Figure m
The free energy of 6a* is 1.9 kcal/mol higher than the squaraine dye 4a + PBus.
Keeping in mind that implicit solvent models will give only an estimate of the rela-
tive free energy of the zwitterionic species 6a and INT 2, the calculated free energy
difference indicates an approximately thermochemical reaction. This is in line with
the experimental observation that the reaction is reversible for sterically bulky phos-
phine.

The same calculation was done for formation of 6e*, which had experimental
yield of 0% as shown in Figure [4.12] From squaraine dye 4e with phosphine PBus,
the adduct INT 1 increased in energy by 6.4 kcal /mol. With the barrier of squarine
ring cleavage of 25.4 kcal/mol via TS 1, ketene intermediate INT 2 is 13.0 kcal /mol
higher in energy than INT 1. The oxindole product 6e* is -0.18 kcal/mol lower in
energy than the squaraine dyes. However, the barrier for formation of 6e* is 31.8
kcal /mol, which is 6.4 kcal/mol higher than the barrier for formation of 6a*, which
is in line with experimental reaction conditions that are not suitable to overcome a

barrier of 31.8 kcal/mol.
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CHAPTER 5

CODE IMPLEMENTATION

5.1 RT-TDDFT to PySCF

RT-TDDFT was originally developed in Q-Chem[81]. However, because the whole
Q-Chem source code needed to be compiled every time the code was modified, which
took hours each time, it was clear developing a method for electronic structure using
Q-Chem was not time efficient. Thus, using PySCF[105], the python-based elec-
tronic structure program, I implemented RT-TDDFT code in the PySCF code to
efficiently develop and test the method. The source code for PySCF is available at

https://github.com/pyscf/pysct.

Test TDHF.py

import numpy as np

import sys, re

import pyscft

import pyscf.dft

from pyscf import gto, rt

np.set_printoptions(linewidth=220, suppress = True,precision = 7)

def TestTDHF() :

nnn

Tests Bastic Propagation Functionality. TDDFT
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nnn

prm = 200

Model TDHF
Method MMUT

at 0.02

MazIter 100
ExDir 1.0

EyDir 1.0

EzDir 1.0
FieldAmplitude 0.01
FieldFreq 0.9202
ApplyImpulse 1
ApplyCw O

StatusEvery 10

200

geom = "nen

HO0. 0. 0.

HO0. 0. 0.9

HZ2.00. 0

HZ2.00.90

win

output = re.sub("py","dat",sys.argv[0])
mol = gto.Mole()

mol.atom = geom

mol.basis = ’sto-3g’

mol.build ()

ks = pyscf.dft.RKS(mol)
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ks.xc="HF’

ks.kernel()

aprop = rt.tdscf.RTTDSCF (ks,prm,output)
return

TestTDHF ()

In order to run the real-time code, three input sections are needed. As shown in
Test TDHF.py, the restricted Kohn-Sham (RKS) class ks, which contains molecule’s
coordinates geom, basis set and DFT method, string prm that contains real-time
propagation parameters, and the result file name output are sent to RT'TDSCF
module. Using the RKS, the Fock matrix is solved before propagation and the density
matrix is then propagated using the MMUT method[53], described in Equation [2.12]
The trajectory output file contains time, dipole in x,y,z direction, and energy of the
molecule in atomic units, which can be used to study absorption peaks via Fourier
transformation. This module in PySCF, along with additional implementation in
https://github.com/v3op01/RTMME, was used to study the absorption of BOMME
method.

The real-time propagation of the density matrix introduces one element that does
not exist in non-real time propagation, imaginary value. The original exchange matrix
builder for DF'T in PySCF is built via a C++ extension, where the set amount of data
is passed down from python to a C++ code. Because there is no usage of imaginary
density matrix other than real-time propagation, the original extension only accepts
real-valued density matrix. Thus, I implemented an exchange matrix builder that

takes the density matrix with real and imaginary values as an input.
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5.2 AMBER Interface to Q2MM

loop.in

DIR ./
FFLD read frcmod

PARM gparam.txt

RDAT -gabo example.log -gaao example.log -gato example.log -gh
example.log

CDAT -abo example.in -aao example.in -ato example.in -ah example.in

COMP -o opt_start.txt

LOOP 0.01

GRAD

END

FFLD write frcmod.gaff.O1

CDAT

COMP -o opt.O01l.txt

example.in

source leaprc.gaff

loadamberparams frcmod

mol = loadmol2 example.mol2
saveamberparm mol calc/prmtop calc/inpcrd

quit

The Quantum-Guided Molecular Mechanics (Q2MM) program is a software devel-

oped by the Norrby and Wiest groups and for the automated fittings of force field,
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including transition state force field (TSFF), to reproduce reference data from accu-
rate electronic structure calculations[I21]. It describes the TS as a minimum by fitting
FF parameters to existing DFT data. The current version of Q2MM mainly utilizes
MacroModel[122] as its FF software, but links to free software such as TINKER[123]
has been incorporated recently as well[124]. Due to our group’s interest of using TSFF
for proteins, I have implemented a link of Amber18[125], a suite of biomolecular sim-
ulation programs, to Q2MM. It utilizes the sander for molecule energy calculation
and geometry optimization, cpptraj for fitting bond, angle and dihedral angle pa-
rameters, and nab for fitting hessian matrix, which requires the user to compile
Amberl18 with modified code as explained in https://github.com/Q2MM/q2mm. As
shown in loop.in, Q2MM input file, the file requires force field parameter file fr-
cmod, which is generated using parmchk2 from Amberl8, parameter fitting file
gparam.txt, which contains set of force field parameters that gets fitted, the Gaus-
sian output file example.log with hessian matrix, the tleap input file example.in
that loads force field parameters for given molecule as shown in example.in, and
flags bo,ao,to,h that selects bond, angles, torsion and hessian matrix being fitted,
respectively. Currently, the implementation is being tested by Taylor Quinn in the

Wiest group.

79


https://github.com/Q2MM/q2mm

5.3 Automated CatVS

CatVS is a virtual screening tool that automatically merges substrate, ligands and
metal for conformational search[I26]. However, not only does it requires proprietary
software such as Maestro[I127] and MacroModel, but also it requires the chemist to
build new individual ligand geometry and manually generate a conformational search
input file, using Maestro, to run calculations as indicated by arrows in Figure [5.1]
This limitation allows the chemist to set up the structure manually, but it also makes
the process slow, which is not feasible for large ligand libraries, and requires chemists
to learn multiple computational techniques, which could limit them from using the

software.
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Figure 5.2. Automatic CatVS Scheme for Bisphosphine

run

#1/usr/bin/env python

import os

os.system("python $Q2MM/smiles_to_catvs/scripts/search.py")

os.system("python $Q2MM/smiles_to_catvs/scripts/sdftomae.py")

os.system("python $Q2MM/smiles_to_catvs/scripts/prepare.py")

reactions = "templatediphos.mae"

subtrates = "allyll6.mae"
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ligands = "ligands/*.mae"
mergedfile = "result.mae"
os.system("$SCHRODINGER/run, $Q2MM/screen/merge . py,-gu{tu-gu{tu-gu{tu-

ou{}".format (reactions,subtrates,ligands,mergedfile))

os.system("$SCHRODINGER/run, $Q2MM/smiles_to_catvs/scripts/finish.py")

In an effort to make CatVS more approachable, I wrote a set of scripts that automat-
ically generates ligand libraries from SMILES strings, generates the conformational
search input file and performs the search in multi threads as shown in Figure [5.2]
As shown in run, the ligand libraries are built using search.py, sdf to mae.py,
and prepare.py. In search.py, SMILES strings are imported into 3D structure
based on existing data in PubChem[128] in sdf file format, which are then optimized
with bond constraints such as distance between two atoms that bind to metal using
OpenBabel[103] and converted to mae file format using sdftomae.py script. Then,
in prepare.py, the metal is added to the opposite side of the center of mass of the
ligand, which then undergoes constraint optimization. These steps make an initial
set of ligand libraries in folder ligands. Using merge.py script, the optimized ligand
geometry then automatically merges with existing substrate and reaction template
mae files, templatediphos.mae and allyl16.mae respectively, followed by confor-
mational search using Maestro with finish.py. This was used to generate the ligand
libraries of a bisphosphine ligand and is available at https://github. com/Q2MM/q2mm
along with example files. As it only requires SMILES strings, constraints, substrate
and reaction template, which will allow other chemists to easily use CatVS. As shown
in the run file, the input variables for SMILES strings, bond constraints and number
of threads are hard coded in each script, thus not visible in run file. The effort to

simplify the input file is currently in progress.
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APPENDIX A

CUDA IMPLEMENTATION IN C++

#include <cuda_runtime.h>
#include <cuda.h>
#include <stdio.h>
#include <iostream>

#include "book.h"

#define M 8

using namespace std;

__global__ void makeK(double *BpgR, double *rBRhot, double *iBRhot,

double *rRhot, double *iRhot, double *rK, double *iK, int n_mo,

int n_aux)

//Parallelizing the GPU

unsigned int j threadIdx.x + blockIdx.x * blockDim.x;

unsigned int i = threadldx.y + blockldx.y * blockDim.y;

unsigned int k = threadldx.z + blocklIdx.z * blockDim.z;

double rsum = O;
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double isum = O;

double rKsum

Il
o

double iKsum

I
(@)

if (i < n_mo & j < n_mo && k < n_aux)

{
for(int 1 = 0; 1 < n_mo; 1++)
{
rsum += BpgR[k * n_mo * n_mo + i * n_mo + 1] *
rRhot[1 * n_mo + jl;
isum += BpgqR[k * n_mo * n_mo + i * n_mo + 1] *
iRhot[1 * n_mo + jI;
}
rBRhot[k * n_mo * n_.mo + i * n_mo + j] = rsum;
iBRhot[k * n_mo * n_mo + i * n_mo + j] = isum;
for(int 1 = 0; 1 < n_mo; 1++)
{
rKsum += rBRhot[k * n_mo * n_mo + i * n_mo + 1]
* BpgR[k * n_mo * n_.mo + 1 * n_mo + jJ;
iKsum += iBRhot[k * n.mo * n.mo + i * n_mo + 1]
* BpgR[k * n_.mo * n_.mo + 1 * n_mo + jJ;
}
rK[k * n_.mo * n_mo + i * n_mo + j] = rKsum;
iK[k * n_mo * n_.mo + i * n_mo + j] = iKsum;
}
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void CUDAFock( double * BpgR, double * r_Rhot, double * i_Rhot,

double * r_K, double * i_K, int n_mo, int n_aux)

int mat_size = n_mo * n_mo;

int size = sizeof(double) * mat_size;

double

*

h_BpgR = new double[size * n_aux];

double * h_rRhot

new double[size];

double

*

h_iRhot

new doublel[size];

double * h_rK = new double[size * n_aux];

double * h_ikK

new double[size * n_aux];

double *d_BpqR, *d_rRhot, *d_iRhot, *d_rBRhot, *d_iBRhot, *
d_rK, *d_ikK;
HANDLE_ERROR( cudaMalloc( (void **)&d_BpqR, size * n_aux ) );
HANDLE_ERROR( cudaMalloc( (void #**)&d_rRhot, size) );
HANDLE_ERROR( cudaMalloc( (void **)&d_iRhot, size) );
HANDLE_ERROR( cudaMalloc( (void **)&d_rBRhot, size * n_aux) );
HANDLE_ERROR( cudaMalloc( (void **)&d_iBRhot, size * n_aux) );
HANDLE_ERROR( cudaMalloc( (void **)&d_rK, size * n_aux) );

HANDLE_ERROR( cudaMalloc( (void **)&d_iK, size * n_aux) );

for(int k = 0; k < n_aux; k++)
for(int i = 0; i < n_mo; i++)

for(int j = 0; j < n_mo; j++)
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h_BpgR[k * mat_size + i * n_mo + j] =

BpgR[ k * mat_size + j * n_mo + i];

for(int i = 0; i < n_mo; i++)
for(int j = 0; j < n_mo; j++)

{

h_rRhot[i * n_mo + j] = r_Rhot[j * n_mo + i];

h_iRhot[i * n_mo + j]

i_Rhot[j * n_mo + il;

HANDLE_ERROR( cudaMemcpy( d_BpqR, h_BpgR, size * n_aux,
cudaMemcpyHostToDevice) );

HANDLE_ERROR( cudaMemcpy( d_rRhot, h_rRhot, size,
cudaMemcpyHostToDevice) );

HANDLE_ERROR( cudaMemcpy( d_iRhot, h_iRhot, size,

cudaMemcpyHostToDevice) );

dim3 blocks( (n_mo + M - 1)/M, (n_.mo + M - 1)/M, (n_aux + M -
D/M);

dim3 threads( M, M, M );

makeK <<< blocks, threads >>> (d_BpgR, d_rBRhot, d_iBRhot,

d_rRhot, d_iRhot, d_rK, d_iK, n_mo, n_aux);

HANDLE_ERROR( cudaMemcpy( h_rK, d_rK, size * n_aux,
cudaMemcpyDeviceToHost) );

HANDLE_ERROR( cudaMemcpy( h_iK, d_iK, size * n_aux,
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cudaMemcpyDeviceToHost) );

for(int k = 0; k < n_aux; k++)
for(int i = 0; i < n_mo; i++)

for(int j = 0; j < n_mo; j++)

{
r_K[i + j * n_mo] -= h_rK[k * n_mo * n_mo
+ 1 * n_mo +j];
i_ K[i + j * n_mo] -= h_iK[k * n_mo * n_mo
+ 1 * n_mo +j];
}

cudaFree (d_BpgR) ;
cudaFree (d_rRhot) ;
cudaFree(d_iRhot);
cudaFree (d_rBRhot) ;
cudaFree(d_iBRhot) ;
cudaFree(d_rK) ;

cudaFree(d_iK);

delete[] h_BpgR;
delete[] h_rRhot;
delete[] h_iRhot;
delete[] h_rK;

delete[] h_iK;
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APPENDIX B

SUPPLEMENTARY INFORMATION

Supplementary information for the data presented in mechanistic study is avail-
able as an electronic supplement. The supplement includes coordinates for DFT

calculations.
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