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SIMULATION STUDY OF CO2-REACTIVE APROTIC HETEROCYCLIC

ANION IONIC LIQUIDS: WATER INTERACTIONS, LIQUID STRUCTURE,

AND CO2 SOLUBILITY

Abstract

by

Quintin Ross Sheridan

Aprotic heterocyclic anion (AHA) ionic liquids (ILs) that are capable of chemically

binding CO2 have gained increased interest from the scientific community in recent

years as solvents that might be able to outperform current amine technologies in

CO2 separations. These ILs are of particular research interest due to the fact that

the physical and chemical properties of the ILs can be tuned through proper pairing

of cations and anions. This ability to tune the physical and chemical properties of

the ILs simultaneously through functionalization of the ions presents both a great

opportunity and a difficult challenge to design optimal ILs for CO2 separations. ILs

have a very large design space, and as such, it is extremely difficult to predict how

changes in ionic structure will affect the liquid properties. Furthermore it is a difficult

and time consuming process to synthesize a newly proposed IL.

Molecular simulations provide a convenient platform whereby IL properties can

be investigated and understood in terms of molecular interactions. Classical molec-

ular dynamics (CMD) are aptly suited to study liquid structure and to relate it to

calculated bulk transport properties. This analysis lends itself to experimental design

by providing an understanding of the origins of liquid properties. Likewise, quantum

chemical calculations provide an efficient means to assess chemical reactivity.



Quintin Ross Sheridan

The focus of this dissertation is to explore how CMD simulations and ab initio

calculations can be used to further the current understanding of AHA IL systems.

The dissertation starts with a review of the development of CO2-reactive ILs and the

role that simulations played in advancing their design. CMD simulations are used to

examine the liquid structure and dynamics of both pure ILs and IL-water mixtures.

The water solubility and the observed changes in dynamics from the addition of water

are explained through structural analysis of hydrogen bonds formed between water

and the anions. The liquid structure is examined through comparison of measured

and computed structure functions for a series of ILs with different combinations

of cations and anions. The fact that the liquid structure functions do not change

appreciably upon reaction with CO2 is used to explain why viscosities of AHA ILs do

not change much upon reaction with CO2. A method is presented for calculating CO2

solubilities in AHA ILs using the Gibbs free energy of reaction. The method is able

to predict isotherms with the characteristic shapes of experimental isotherms, but

the predicted isotherms are highly sensitive to the calculated model parameters. The

methods used in this dissertation provide a means to compare different ILs within

the same family, and to select ILs with promising properties prior to synthesis.
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CHAPTER 1

INTRODUCTION

In recent decades, the scientific community has identified CO2 emissions as a

significant contribution to anthropogenic global warming. If CO2 emissions continue

uncurbed at current rates, it could have adverse effects on global climate. Climate

change has several negative externalities including negative economic effects, health

effects, and the displacement of millions of people from coastal cities. It is therefore

necessary to implement new technologies to mitigate CO2 emissions.

One promising option to reduce CO2 emissions is to perform post combustion

CO2 capture at point source emitters such as coal fired power plants. However,

the current amine technology that can be implemented in industrial scale stripper

absorber columns is too energy intensive for economical CO2 capture. Amine CO2

separations are not only energy intensive, but the amine solutions are also corrosive

and volatile. It is therefore necessary to design new and improved processes for CO2

capture in order to reduce the economic burden.

Ionic liquids (ILs) have been identified as solvents that may be able to outperform

current amine technologies in CO2 capture. They have several unique properties

such as low volatility, high thermostability, and chemical tunability that may enable

them to outperform amines. Recently, a class of aprotic heterocyclic anion (AHA)

ILs was designed to absorb CO2 through chemical bonding with the anions, thereby

significantly increasing the CO2 solubility. These ILs are of particular interest because

both the physical and chemical properties of AHA ILs can be tuned by modifying the

ion functional groups. The ability to tune the properties presents both an opportunity

1



and a challenge in designing ILs. The large design space of pairing different ions makes

it difficult to identify optimal ILs for a given process. Computer simulations provide

a convenient platform to assess IL properties and to provide an understanding of

the molecular origin of observed properties. The goal of this dissertation is to use

computational chemistry to improve the current understanding of AHA ILs.

In the second chapter of this thesis, a review is presented discussing the historical

development of CO2-reactive ILs. This chapter highlights the role that molecular

simulations played in advancing the development of CO2-reactive ILs. Different sim-

ulation methodologies are discussed and analyzed in terms of the insights they can

provide. Finally this chapter provides a discussion of future opportunities where sim-

ulations might aid in IL design. In the third chapter of this thesis the methods used

to develop molecular models for AHA ILs are discussed.

In the fourth chapter of this thesis, the interactions between water and various

AHA ILs are investigated using classical molecular dynamics CMD simulations. Wa-

ter will be present in flue gas streams where ILs could be used to perform CO2

separations. Understanding the interactions between water and AHA ILs is crucial

because water could significantly alter the IL performance. Therefore, we investi-

gate how water affects both the IL structure and dynamics to draw conclusions on

the dominant interactions between these species. Additionally, water solubility is

investigated for ILs with the same cation and different anions.

In the fifth chapter of this dissertation, IL structure is investigated using a com-

bination of x-ray scattering experiments and CMD simulations. This study helps

further the current understanding of microheterogeneities within ILs. The simula-

tions are useful because they allow further information to be extracted from liquid

structure functions that could otherwise remain hidden to experimentalists. This

work tests how both ion substitution and CO2 reaction cause changes in the liquid

structure.
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In the sixth chapter of this dissertation a method is presented to predict how much

CO2 will absorb into an AHA IL at a given temperature and CO2 pressure. Being

able to predict CO2 absorption capacities is useful as it allows researchers to assess IL

reactivity prior to synthesis in order to select optimal candidates while saving time

and money. Due to the large IL design space, it is necessary to focus experimental

synthesis efforts on only the most promising candidate ILs. The different interactions

that give rise to the CO2 absorption capacities are assessed in a quantitative manner.

This assessment helps identify which assumptions can be used to evaluate reactivity

and compare different ILs. The methods used in this work can also help in the

development of future models that seek to assess the reaction of gaseous species in

reactive liquid solvents. Finally, this dissertation concludes with a summary of the

the results found and a reflection on how these works have advanced our current

understanding of AHA ILs.
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CHAPTER 2

ROLE OF SIMULATIONS IN THE DEVELOPMENT OF CO2-REACTIVE ILS

2.1 Introduction

In recent decades a tremendous research effort has aimed to improve current CO2

separation technologies. To this end, several researchers have examined diverse tech-

nologies including metal organic frameworks, membranes, electrochemical catalytic

reduction, solid sorbents, and reactive liquid solvents [17–25]. Part of this effort

is motivated by the fact that CO2 separations are commonplace in oil and natural

gas processing, and therefore, improving the separation will have a significant eco-

nomic benefits to minimize utilities costs within the energy industry. Additionally,

the advancement of CO2 separations is of fundamental importance to mitigating CO2

emissions, which are widely regarded to be the primary cause of anthropogenic global

warming [17, 26–28]. The continuation of current emission rates may have adverse

effects on global climate, leading to serious social and economic consequences [29, 30],

and therefore, efforts must be taken to curb the emission rates. In the short term,

a promising way to reduce CO2 emissions is to perform carbon capture at point

source emitters such as coal fired power plants, which are estimated to contribute

approximately 30% of total CO2 emissions in the US [31, 32].

Absorber/stripper units are the most developed technology that could be im-

plemented for industrial scale CO2 separations. Amine absorption towers, which

have been applied in natural gas processing to remove CO2 and H2S sour gases, are

the best currently available technology for performing post combustion CO2 capture
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from coal fired power plants [32]. Large scale CO2 capture using amines hasn’t been

widely applied at coal fire power plants, however, due to the high energy cost of the

separation. It is estimated that industrial CO2 capture using amines would require

approximately 30% of the energy produced by coal fired power plants, which is far

above the theoretical minimum of 10% [33, 34]. Therefore, amine technologies do not

adequately meet criteria set forth by the Department of Energy to capture 90% of

the emitted CO2 with the increased cost of electricity below 35% [35]. There are two

main reasons why amine units are energy intensive: 1) reaction of CO2 with amines

occurs according to a 1:2 CO2/amine reaction stoichiometry [36–38], 2) amines are

mixed with 70 wt % water causing a significant parasitic energy loss in the regenerator

[39–41]. Besides the high energy requirements, amines have several other problems

that add to the cost of the separation. Amines can undergo thermal degradation and

oxidation reactions [42–45] and they are volatile, which increases operating costs from

necessary solvent replacement or recovery processes and results in harmful chemical

emissions [46–49]. Additionally, amines react to form corrosive bicarbonate species,

which adds significant capital costs from the need to use corrosion resistant materials

in absorber/stripper units that may eventually require replacement due to corrosion

damage [50–52].

Over the last few decades, ionic liquids (ILs) have gained considerable attention

as designer solvents capable of outperforming current amine technologies in conven-

tional absorber/stripper separation units. Research into CO2 capture ILs was sparked

by the fact that ILs tend to selectively absorb CO2 in the presence of other flue gas

species [53–58]. In addition to their naturally high CO2 affinities, ILs have several

unique properties that provide practical advantage over amines. They have negligible

vapor pressures, which reduce harmful atmospheric emissions and costs from solvent

replacement or recovery processes [59]. ILs typically have high thermal stabilities,

which improves their solvent lifetime and allows for a large temperature range of
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operation [60]. Although certain ILs are corrosive towards some metals at high tem-

perature [61, 62] or in the presence of water [63], many are noncorrosive [61, 64].

The most attractive feature of ILs is the ability to tune their physical and chemical

properties through proper pairing of anions and cations [65–73]. Furthermore, the

fact that many ILs do not need to be mixed with water to absorb CO2 reduces para-

sitic energy loss during regeneration [34]. All of these properties make ILs promising

solvents for CO2 separations.

In the present chapter, a review of the advancement of ILs which chemically bind

CO2 is presented while emphasizing the role of computer simulations in understand-

ing experimental results and extending experimental discoveries. The remainder of

the chapter is organized as follows: Section 2 discusses the historical developments

made on reactive ILs highlighting the interplay between simulation and experiment

with respect to CO2 absorption, Section 3 discusses advantages simulations offer re-

garding other design criteria, Section 4 provides a perspective on outstanding issues

where simulations might aid in understanding IL behavior, Section 5 concludes with

an outlook of the role of simulations in advancing CO2-reactive ILs, and Section 6

lists the abbreviations used for the different ions discussed in this chapter. This

chapter focuses on the computational work done on CO2-reactive ILs which react

with CO2 up to a 1:1 CO2/IL reaction stoichiometry. A complete review of CO2

capture using ILs is beyond the scope of the present work. For further reading on

ILs developed to cooperatively bind CO2 beyond a 1:1 CO2/IL reaction stoichiome-

try through multiple-site cooperation, interested readers may want to read a recent

review by Cui et al. [74]. For additional information on the development of ILs for

CO2 capture, the reader maybe be interested in several additional review papers on

the topic [53, 65, 66, 68–70, 72, 73].
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2.2 Historical Development of CO2-Reactive ILs

2.2.1 Amine Functionalized Cation ILs

Early research on applying ILs to CO2 capture focused on physisorption systems

where CO2 will interact strongly with the cations and anions, but it will not react

to form chemical bonds [54, 57, 75, 76]. While these systems were able to selectively

absorb CO2 in the presence of other species, the low absorption capacities of these

ILs makes it infeasible to use them in post combustion CO2 capture due to the low

partial pressure of CO2. Owing to this limitation, improving the CO2 absorption

capacities of ILs became one of the main focuses of researchers in the IL community.

In 2002, Bates et al. [77] introduced the concept of the task specific IL (TSIL) by

introducing amine functionality to the imidizolium cation, which allowed it to react

with CO2 in a 1:2 CO2/IL stoichiometric ratio according to the reaction scheme

shown in Figure 2.1.

Figure 2.1. Amine 1:2 reaction mechanism.

The ability to form reversible chemical bonds vastly improved IL CO2 absorption ca-

pacities making them comparable to conventional amines. This first generation CO2-

reactive IL suffered from a dramatic increase in viscosity upon reaction with CO2,

however, that prevented it from being used in a conventional amine stripper/absorber
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unit.

In one of the first simulation works on CO2-reactive ILs, Yu et al. [78] used a com-

bination of classical molecular dynamics (CMD) simulations and ab initio calculations

to investigate the molecular origin of the high viscosities of unreacted amine func-

tionalized imidizolium ILs introduced by Bates [77]. The CMD simulations showed

that the amine functionalized ILs have stronger cation-anion interactions than the

corresponding IL without amine functionality. The added NH2 group is a strong

interaction site between cations and anions and most of the anions will participate

in ion-type hydrogen bonding interactions with this moiety. Ab initio calculations of

cation-anion interaction energies supported the CMD simulation results and demon-

strated the high stability of the hydrogen bonding configurations. Calculated ro-

tational energy profiles for the imidizolium side chains showed that the hydrogen

bonding interactions reduced the mobility of the imidizolium side chains. This work

concluded that the formation of hydrogen bonding networks within the IL is the

primary reason for the high viscosity of the functionalized IL.

Following the work of Yu et al. [78], Gutowski et al. [79] used CMD simulations

to identify the molecular mechanism behind the viscosity increase of amine function-

alized imidizolium ILs upon reaction with CO2. Gutowski found that part of the

reason that the unreacted systems have such high viscosities is that replacement of

a CH2 group by an NH2 functional group causes the density of the IL to increase

by 10%. When 10% of the IL was reacted with CO2, the apparent self-diffusivities

of the ions decreased by an order of magnitude, which reflected the experimentally

observed viscosity increase. When 20% of the IL was reacted with CO2, the dynam-

ics decreased further and the mean squared displacements (MSDs) for the product

zwitterion and the dication were nearly identical, which indicated that interaction

between these species might cause the observed decrease in dynamics. Similarly, the

rotational dynamics decreased with increasing extent of reaction, and at the maxi-
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mum extent of reaction, virtually no rotational motion occurred. Hydrogen bonding

analysis and calculated radial distribution functions (RDFs) demonstrated that the

observed changes in system dynamics upon reaction with CO2 were primarily due to

the formation of pervasive hydrogen bonding networks between the zwitterion and

the dication. The ability of CMD to investigate the interplay between structural

interactions and system dynamics proved to be extremely useful in understanding

the first CO2-reactive IL and opened the door to subsequent computational studies

of these systems.

2.2.2 IL/Amine Mixtures

Due to the high viscosity of the first generation TSILs, researchers sought al-

ternative reactive systems with lower viscosities. One obvious choice was to take

advantage of the known amine chemistry and IL tunability by dissolving amines in

ILs. In 2008, Camper et al. [80] demonstrated that monoethanolamine (MEA) and

diethanolamine (DEA) can be dissolved in ILs with the [Tf2N]− anion. The amines

in these mixtures still react with CO2 in a 1:2 CO2/amine mechanism to form a car-

bamate complex [81]. However, the resulting carbamate complex is insoluble in the

mixture and instead forms a precipitate that helps to drive the reaction forward and

improves the reaction kinetics. These mixtures provide several benefits compared

to previous TSILs, because they are cheaper to make and the lower viscosity allows

them to be implemented in existing amine scrubbing towers. However, researchers

still sought to develop solvents with greater absorption capacities in order to improve

the efficiency of the absorption process.

2.2.3 Amine Tethered Anion ILs

After discovering that amine tethered cations can chemically absorb CO2, some

researchers reasoned that anions could also be tuned to bind CO2 [1, 2, 82]. Mindrup
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et al. [1, 82] performed quantum chemical calculations which indicated that when

the amine is tethered to the anions instead of the cations, the reaction in Figure 2.1

favors step 1 instead of step 2, which allows a 1:1 CO2/IL reaction stoichiometry to be

achieved [1] instead of the 1:2 CO2/IL stoichiometry demonstrated by previous amine

functionalized imidizolium ILs. Therefore, there is an additional degree of freedom

when designing TSILs to functionalize either the cation or the anion. Furthermore,

enthalpies of reaction calculated at the 6-311++G(d,p) level of theory gave -71 and

-55 kJ mol−1 for prolinate and methioninate complexes shown in Figure 2.2, which

were in reasonable agreement with the experimental calorimetry values of -80 and

-64 kJ mol−1 [1] . Ab initio calculations on single ion gas phase reactions were able

to correctly predict both the reaction mechanism and reaction thermodynamics in

good agreement with observed experimental results.

Figure 2.2. Reaction Schematics of CO2 with [P66614][Met] (top) and
[P66614][Pro] (bottom). Figure reproduced with permission from ref [1].

Copyright 2010 American Chemical Society.

Following this work, Goodrich et al. [2] synthesized six amine functionalized

anion-tethered ionic liquids, which are shown in Figure 2.3. All of these ILs absorbed

more than 0.5 mole CO2/IL at a pressure of 1 bar. Therefore, two different reaction
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models were proposed to account for the CO2 absorption. The first model included

both a 1:2 and a 1:1 CO2/IL reaction mechanism. The second model only included

the 1:1 CO2/IL reaction mechanism from the addition of CO2 to the anion, but it

also considered the deactivation of reactants through unknown side reactions. Both

models were able to fit the experimental isotherms fairly well. While these anion

functionalized ILs showed superior absorption capacities to cation functionalized ILs,

they suffered from similar high viscosities upon reaction with CO2. The viscosities

of the anion functionalized ILs increase up to 100 fold upon reaction with CO2, and

therefore, they are unsuitable for use in conventional stripper/absorber columns. The

viscosity increase is likely due to the formation of hydrogen bonding networks similar

to what was observed in the cation functionalized ILs [77–79].
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Figure 2.3. Structures of cation and amine-tethered anions studied by
Goodrich et al. [2]. Figure reproduced with permission from ref [2].

Copyright 2011 American Chemical Society.
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2.2.4 Amino Acid ILs

Following the discovery of TSILs, researchers reasoned that ILs made by neutral-

izing [emim][OH] with amino acids (AA) introduced by Ohno et al. [83, 84] could

be functionalized to react with CO2. These ILs are particularly interesting from an

economic stand point because the use of naturally occurring AA precursors is a novel

way to reduce the IL synthesis costs. Zhang et al. [85] synthesized ILs by pairing

phosphonium cations with various AA anions. In the dry ILs, CO2 reacted up to the

theoretical 1:2 CO2/IL to form carbamate species. In the presence of water, however,

these AA ILs were able to react up to 1:1 CO2/IL, which indicated that a differ-

ent reaction mechanism was occurring in the wet systems leading to the formation

of bicarbonate species. While AA ILs are relatively cheap to synthesize and they

have high absorption capacities, they too suffer from a large viscosity increase upon

reaction with CO2. Based on the findings of Gutowski et al. [79], Luo et al. [86]

argued that the viscosity increase from reaction with CO2 could be avoided if the

reacted species favored intramolecular hydrogen bonding over intermolecular hydro-

gen bonding. Using ab initio calculations on single gas phase ions, they found that

the addition of nitrogen and oxygen atoms to the AA anions caused them to favor

intramolecular hydrogen bonding over intermolecular hydrogen bonding. Experimen-

tal IR spectroscopy verified the formation of these intramolecular hydrogen bonds,

and when the ILs reacted with CO2, the viscosities either decreased or increased only

slightly. However, the viscosities of the unreacted AA ILs were still too high for

typical industrial applications.

In order to gain a better understanding of the reaction mechanism in AA ILs,

Firaha et al. [3] used a combination of ab initio molecular dynamics (AIMD) simula-

tions and implicit solvent quantum chemical calculations to examine AA IL reaction

chemistry. The AIMD simulations were used to investigate the reaction mechanism of

CO2 with an example [emim][Gly] AA IL in order to surmise a general understanding
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of AA IL reaction chemistry. In one simulation scenario, CO2 was randomly inserted

into a pre-equilibrated IL system in order to examine the time evolution of the reac-

tion. A second simulation started from the products of the reaction: cations, anions,

and the product glycinate zwitterions and carbamates. These simulation sought to

examine which of the reaction pathways shown in Figure 2.4 were the preferred CO2

absorption mechanisms.

Figure 2.4. Possible CO2 reaction pathways for AA ILs. Figure reproduced
with permission from ref [3]. Copyright 2016 Wiley.

Additionally, the free energies of reactants, intermediates, transition states, and prod-
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ucts for a series of 50 ILs consisting of AA anions paired with either imidizolium or

phosphonium cations were calculated with implicit solvent density functional theory

(DFT) using the COnductor-like Screening MOdel for Realistic Solvents (COSMO-

RS). Free energy barriers were calculated in order to quantify relative reaction rates

in the different AA ILs. The composite uncertainty of the methods used was approx-

imately 10 kJ mol−1, which prevented quantitative prediction of accurate reaction

rates. Comparison of free energy barriers, however, allowed a qualitative ordering of

reaction rates to be obtained. When calculating the relative reaction rates, it was

assumed that no reaction occurred between the cations and anions due to the low

basicity of the anions. Results from the AIMD simulations were analyzed in terms of

correlated distribution functions (CDFs) of unique pair distances representative of the

different possible reactions in the systems. The AIMD results verified the methods

used to calculate the relative free energies of reactants, transition states, intermedi-

ates, and products. Based on the simulation results, the most likely mechanism for

the reaction of [emim][Gly] with CO2 is the formation of the glycinate-CO2 adduct

followed by proton abstraction from the amino or carboxylate groups, and the rate

determining step is the formation of the glycinate-CO2 adduct. After verifying the

methods used to calculate relative free energies of the reaction species, the relative

reaction rates of the 50 different AA ILs were calculated and compared. The analysis

was able to correctly predict that out of all the AA ILs examined, [P66614][Pro] has the

quickest experimentally observed reaction rate [87]. The study concluded that the

nature of the anion is responsible for the preferred reaction mechanisms and whether

or not the reaction favors a 1:2 or 1:1 CO2/IL reaction stoichiometry.

While AIMD simulations are often preferred for examining reactions in the con-

densed phase, they suffer from both accessible time scales and system size limitations.

In order to simulate dynamics of large systems for longer time scales, Zhang et al. [88]

performed the first reactive force field (ReaxFF) parameterization for a CO2-reactive
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IL, [P4444][Gly]. Though difficult to parameterize, ReaxFF provides a reasonable

compromise between CMD simulations and AIMD simulations by allowing reactions

to occur during dynamics with a computational expense that allows significantly

larger systems to be simulated for longer timescales than AIMD simulations [89, 90].

The ReaxFF simulations were able to observe multiple instances of proton transfer

which was not directly observed in previous AIMD simulations of other AA ILs [3]

or in CMD simulations of the same IL [91], but rather was simply inferred based

upon observed pair distances over the course of the simulations. Although ReaxFF

allows rare reaction events to be observed in CMD simulations, its use has not been

widely adopted within the IL community due to the difficulty of the parameterization

procedure and the extensive ab initio data sets that are required for proper fitting of

the numerous force field parameters.

2.2.5 Acetate Anion ILs

Ionic liquids with the acetate anion were some of the first reported CO2-reactive

ILs [92–95]. These ILs were first reported to react reversibly in the literature [93, 94].

However, more recent studies have shown that due to the fact that acetic acid is

a weak acid, the [Ac]− anion will have a tendency to reprotonate and form a neu-

tral species [95–100]. Besnard et al. [96] used nuclear magnetic resonance (NMR)

experiments to investigate the reaction of [bmim][Ac] with CO2 in order to deter-

mine the reaction products and reaction pathways. These experiments showed that

the reaction gave rise to several products including 1-butyl-3-methylimidazolium-

2-carboxylate and acetic acid, which was present in stable dimers. At high water

content, bicarbonate was formed thereby reducing carboxylate formation. While the

IL was reactive, these results presented a different picture of the reaction mecha-

nism than the reversible complex formation previously proposed in the literature

[93, 94]. The reaction of CO2 with [bmim][Ac] and [bmim][TFA] was also investi-
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gated by Cabaco et al. [97] using both Raman spectroscopy and DFT calculations.

Their results showed that the reaction of CO2 with [bmim][Ac] has two regimes: one

up to 0.35 mole fraction CO2 where carboxylation occurs and acetic acid is formed,

and the other corresponding to physical absorption and the formation of the Fermi

dyad. The CO2 solubility in the fluorinated IL was lower than in the hydrogenated

IL in the first regime due to chemical reaction. At higher pressures the solubility was

higher in the fluorinated system due to increased physical solubility from favorable

interactions between CO2 and the fluorine groups. Cabaco et al. [97] also found that

the reaction of CO2 with the acetate anion was irreversible due to the formation of

acetic acid. While finding that the first proposed reversible reaction scheme of CO2

with [Ac]− ILs was wrong, these researchers concluded that more work was needed

to fully understand the different possible reaction mechanisms.

Several researchers have used AIMD simulations to provide additional insights

into the behavior of acetate anion ILs. Hollóczki et al. [98] used AIMD to simulate

a periodic system of 1 CO2 placed in 36 ion pairs of [emim][Ac]. In agreement with

previous experimental and simulation studies, the CO2 interacted most strongly with

the anion and bent significantly from linearity when binding to the anion. There was,

however, a strong interaction between the CO2 and the imidizolium ring as confirmed

by structural analysis of the AIMD simulation as well as static calculations of CO2

imidizolium systems. This finding helped explain why the CO2 solubility is higher

when [Ac]− is paired with imidizolium cations rather than pyrolidinium cations. One

important finding of Hollóczki is that dispersion interactions are required in order for

the simulations to correctly model the bent structure of CO2, which was confirmed

with IR spectroscopy results. Brehm et al. used AIMD simulations to investigate

[emim][Ac] and its mixture with water [99, 100]. They found that in the pure IL,

the oxygen atoms of the [Ac]− anion participated in strong hydrogen bonding inter-

actions with the ring hydrogens of the [emim]+ cation and the O-H distance between
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the counterions will occasionally match the C-H distance in the [Ac]− anion, indicat-

ing that proton transfer between counterions may be likely in this system. Likewise,

when water was added to the IL, there was evidence that the [Ac]− anion will abstract

a hydrogen from water to form acetic acid. However, it is difficult to observe this

transfer directly in the simulations due to the limited time scales. While chemical

intuition is able to make inferences on reaction behavior in ILs, experimental mea-

surements supplemented by simulations results help to elucidate complex chemical

processes, especially in systems with competing reactions.

2.2.6 Switchable Solvents and Silylamines

Another class of CO2-reactive ILs that was first proposed by Jessop et al. for

reactive CO2 capture is switchable solvents which change from a neutral form to an

IL form upon reaction with CO2 [101]. One class of switchable solvents is made from

mixtures of alcohol and either guanidine or amidine species which change to an ionic

liquid form upon reaction with CO2 as demonstrated in Figure 2.5. The use of such

a system is not only applicable for CO2 capture, but also for implementing reactions

with CO2 because the reaction can be carried out followed by a separation based on

the polarity change of the solvent [102, 103]. Phan et al. demonstrated that these

switchable solvents can react up to 1:1 CO2/IL and that the reaction can be reversed

to desorb the CO2 either by heating or bubbling N2 [4]. Higher conversion is achieved

for primary alcohols than secondary and tertiary alcohols. Due to the polarity change,

the viscosity of these switchable solvents increases by two orders of magnitude upon

going form the neutral form to the IL form. Reaction in these solvents, therefore,

is limited by the diffusion of CO2 [104]. While these solvents are able to selectively

absorb CO2 in the presence of N2, they will react to form bicarbonate species in the

presence of water.
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Figure 2.5. Reaction of alcohol/amidine mixtures (top) and
alcohol/guanidine mixtures (bottom) with CO2 to form an IL. Figure

reproduced with permission from ref [4]. Copyright 2008 American
Chemical Society.

Silylated amines are another class of switchable solvents which will change from a

neutral form to an IL form upon reaction with CO2 [102, 103, 105, 106]. Silylamines

react with CO2 according up to 1:2 CO2/IL stoichiometry following the reaction

mechanism of amines. While their chemical capacity for CO2 is similar to MEA,

these reversible ILs (RevILs) have high void fractions that give rise to enhanced

physical solubilities. CO2 can be desorbed and the original silylamine recovered by

bubbling N2 or by heating to moderate temperatures (100 C◦). While CO2 can

react with alkonolamines, the resulting product is a solid, and the process requires a

cosolvent for transport and separation. Using alkonolamines wastes a lot of energy

heating the cosolvent to regenerate the alkonolamines.

Switchable solvents which form RevILs are thus advantageous because no cosol-

vent is required, which greatly reduces the energy penalty for regeneration of reac-

tants. These RevILs are not yet suitable in industrial processes, however, because

they suffer from the same drastic viscosity increase upon reaction with CO2 as pre-

vious amine functionalized ILs. Blasucci et al. [107] examined structure property
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relationships involving viscosity, polarity, and regeneration temperatures for a series

of silylamines. The viscosities of silylamines decrease as the alkyl side chain lengths

increases due to the reduced packing efficiency, which in turn increases the physi-

cal solubility of CO2 by lowering the density and increasing the void fraction. The

precursor viscosity is reduced for siloxylated amines relative to the corresponding

silylated amines. The stability of the silylated amines in the presence of water, how-

ever, is higher than for the siloxylated amines. The reversal temperatures for various

RevILs range between 100-150 ◦C.

Simulation studies using the COSMO-RS approach were able to extend the under-

standing of CO2 solubility in silylamines [108, 109]. While the COSMO-RS method

was unable to quantitatively predict CO2 absorption isotherms, the calculated solu-

bility results were in qualitative agreement with available experimental results [108].

COSMO-RS results of Gonzales et al. [109] showed that increasing the alkyl chain

lengths and the number of methyl substituents increases the CO2 solubility by in-

creasing van der Waals interactions and creating more void space within the IL. Fur-

thermore, the COSMO-RS calculations showed that the addition of fluorine groups

that interact favorably with CO2 can increase the absorption capacity while simulta-

neously reducing the regeneration temperature. While several researchers have con-

cluded that flourination creates favorable interactions for CO2 absorption [97, 109],

this result has recently come into question [110]. Computer simulations can aid in

the development of structure property relationships, which helps to create design

heuristics that experimentalists can use to select appropriate candidate ILs prior to

synthesis and experiment.

2.2.7 Aprotic Heterocyclic Anion and Superbase ILs

While many of the first CO2-reactive ILs demonstrated high CO2 chemical sol-

ubilities, the high viscosities of these initial systems prevented them from gaining
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traction in industry. However, the development of TSILs demonstrated that IL tun-

ability could provide a platform for highly efficient reversible CO2 capture as well

as a means to control hydrogen bonding interactions, and thus, the viscosity. With

the knowledge of hydrogen bonding mechanism responsible for the high viscosity in

many CO2-reactive ILs, Gurkan et al. [6] proposed that N-heterocyclic pyrrolide an-

ions could be suitable for reversible CO2 capture due to their isoelectronic structure

with N-heterocyclic carbenes, which have been shown to react with CO2. To test this

idea, the structures and energies of reactant pyrrolide, CO2, and product pyrrolide-

CO2 complexes were calculated at the G3 level of theory. The calculations indicated

a strong reactivity of pyrrolide towards CO2 and that the reaction energetics could

be tuned through introduction of either electron donating or electron withdrawing

groups on the pyrrolide ring. CMD simulations of [P4444][2CNpyr] over a full range

of reaction compositions showed that the IL dynamics were not significantly affected

by the reaction with CO2. Therefore, this IL was experimentally synthesized and ab-

sorption isotherms were measured that supported a 1:1 CO2/IL reaction mechanism,

which was further verified by the presence of a carbonate peak in the NMR spec-

trum. Experimental measurements confirmed that the reaction with CO2 does not

have significant effects on the IL viscosity due to the aprotic nature of the anions,

which prevents the formation of hydrogen bonding networks and salt bridges that

were seen in previous ILs. Furthermore, the addition of 6.3 wt% water to the IL did

not prevent it from achieving a high absorption capacity. Aprotic heterocyclic anion

(AHA) ILs proved to be a tunable low viscosity class of ILs with the capability of

absorbing CO2 under flue gas conditions.

Wu et al. [111] performed CMD simulations of both unreacted and CO2-reacted

[P4444][2CNpyr] to elucidate the experimentally observed viscosity behavior of AHA

ILs. The simulations demonstrated that the translational and rotational dynamics

were independent of the extent of reaction, with the exception of a small difference
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in the rotational dynamics of the the unreacted and CO2 complexed anions. The

observation that the IL dynamics did not change much upon reaction with CO2 was

explained by the fact that the amount of intermolecular hydrogen bonding did not

change much with the extent of reaction. Calculation of Henry’s law constants for

N2, O2, CO2, and H2O showed that the solubilities of these gases were similar in the

unreacted and CO2-reacted ILs, with the exception of H2O, which was approximately

ten times more soluble in the CO2-reacted IL due to favorable hydrogen bonding

interactions with the reacted anion.

Sheridan et al. [112] used a combination of X-ray scattering experiments and

CMD simulations to investigate how the liquid structure of AHA ILs changes from

both cation and anion substitutions as well as anion reaction with CO2. The liquid

structure functions were both measured and computed for a series of four ionic liquids

composed of two different phosphonium cations, [P2228]+ and [P66614]+, paired with

two different AHA anions, [2CNpyr]− and [4Triaz]−. The simulated and experimental

structure functions were in reasonable agreement, showing that the liquid structure

functions are relatively insensitive to the anion and whether or not it is reacted with

CO2. The fact that the liquid structure function does not change appreciably upon

reaction with CO2 further helps to explain why the viscosities of AHA ILs do not

change much when they react with CO2, because the liquid structure, and thus the

intermolecular interactions giving rise to the viscosity, do not change much upon re-

action with CO2. The liquid structure functions of the AHA ILs had three primary

features which are present in the liquid structure functions of other classes of ILs:

a prepeak corresponding to long range ordering of polar and non-polar domains, a

charge alternation feature corresponding to alternation of ions within the polar do-

main, and an adjacency peak resulting from close range interactions of molecules

within the same solvation shell [113–120]. While all of these features were not di-

rectly seen in the experimental structure functions, the simulated structure functions
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allowed for the total structure function to be partitioned into partial structure func-

tions correlating specific species. This partitioning of the total structure function

helped reveal important features not present in the total structure function due to

cancellation of peaks and antipeaks. Both the experimental and simulated structure

functions showed that the liquid structure function is sensitive to the cation, because

the cation has both polar and non-polar components that cause the IL to organize

into two distinct domains. While experiments are able to measure the total liquid

structure function, CMD simulations are able to provide additional insights into the

liquid structure by identifying which interactions give rise to the experimentally ob-

served features. CMD simulations provide important insights into the relationship

between liquid structure and observed physical properties.

Simulations proved to be invaluable in designing AHA ILs and understanding

their properties. The ability of ab initio and CMD simulations to work in a predictive

manner not only allowed researchers to understand IL behavior, but it also helped

guide the design of AHA ILs prior to synthesis. By understanding the viscosity

mechanism of amine functionalized imidizolium ILs and AA ILs, researchers were

able to design AHA ILs to have low viscosities while maintaining high absorption

capacities. The design of low viscosity, tunable ILs was monumental in advancing

the application of CO2-reactive ILs for post combustion CO2 separations.

At the same time that AHAs were being synthesized, the Dai group was pioneering

research on superbase ILs that have many of the same desirable properties of AHA

ILs [8, 121–123]. Superbases are neutral organic solvents with conjugate acids that

cannot be deprotonated by the hydroxide ion. Wang et al. [121] synthesized a series

of ILs made from imidizolium cations paired with different superbase anions. These

superbase ILs reacted with CO2 to form amidinium carboxylate salts and were able

to achieve absorption capacities of 1 mol CO2/IL depending on the superbase. These

superbase ILs showed relatively high absorption rates due to their low viscosities,
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and the absorbed CO2 could easily be desorbed by heating. When water was added

to the superbase ILs, however, the CO2 absorption capacities remained the same but

the reaction mechanism changed and bicarbonate formation was detected from the

reaction of the superbase with water. While superbase ILs demonstrated high CO2

absorption capacities and low viscosities, the selectivity of superbase ILs to absorb

CO2 over N2 was fairly low (typically < 10) [122].

Both superbase ILs and AHA ILs are excellent candidates for CO2 capture be-

cause they have high absorption capacities and also high kinetic rates owing to the

fact that the reaction with CO2 has a minimal effect on the IL viscosities. Some of

these ILs have a rather strange behavior where the viscosity will even decrease after

reaction with CO2 [5, 7]. Li et al. [5] used CMD simulations in order to understand

why the viscosity of [P66614][Im] decreased after reaction with CO2. Viscosities calcu-

lated using non-equilibrium dynamics showed that the viscosity does indeed decrease

upon reaction with CO2 as shown in Table 2.1. Both the rotational and translational

dynamics were larger for the reacted IL than for the unreacted IL. Interestingly, the

amount of hydrogen bonding does increase in the reacted IL due to favorable inter-

actions with the negatively charge oxygen atoms, but this does not result in a higher

viscosity. This observation suggests that unlike amine functionalized ILs, hydrogen

bonding does not play a critical role in the system dynamics of superbase ILs. In the

unreacted IL where the ions are symmetric, counterions distribute about each other

in a symmetric fashion. This symmetric distribution of counterions causes their re-

spective motions to be highly correlated, which results in slow system dynamics that

are consistent with a higher viscosity. When the IL reacts with CO2, however, the

charge distribution in the anion becomes more asymmetric, thus creating an asym-

metric distribution of the cations about the anions as shown in Figure 2.6. This

asymmetry helps to break up the correlated motions of counterions, thereby allow-

ing the ions to translate and rotate more freely. Li [5] suggested that asymmetry
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of CO2-reacted product anions can therefore be utilized to reduce IL viscosity. In

support of this mechanism for the viscosity decrease, experiments on other aprotic

anions which are symmetric in the unreacted state and asymmetric in the reacted

state demonstrate the same decrease in viscosity upon reaction with CO2 [7] as shown

in Figure 2.7. The additional structural evidence provided by MD is a powerful tool

in developing theories to explain experimental viscosity measurements.

TABLE 2.1

SIMULATED VISCOSITY OF THE NEAT AND SATURATED ILS IN

COMPARISON WITH EXPERIMENTAL DATA OF [P66614][IM]

BEFORE AND AFTER CO2 ABSORPTION

[P66614][Im] [P66614][ImCO2]

experiment [124] 810.4 648.7

simulation 897.0 ± 26.5 516.9 ± 28.4

relative error 11 % -20 %

Table reproduced with permission from ref [5]. Copyright
2014 American Chemical Society.
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Figure 2.6. SDFs for central [Im]− for unreacted (top) and CO2-reacted
(bottom) [P66614][Im]. Figure reproduced with permission from ref [5].

Copyright 2014 American Chemical Society.
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Figure 2.7. Viscosities of unreacted (white) and CO2-reacted (gray)
[P66614][AHA] ILs at 50 ◦C. aFrom Gurkan et al. [6]. Figure reproduced

with permission from ref [7]. Copyright 2014 American Chemical Society.

2.2.8 Phenolic ILs

In a subsequent work by the Dai group, superbase protic ionic liquids (PILs) were

derived by deprotonation of weak proton donors using super bases [8]. The PILs

reacted with CO2 to form liquid carbonate, carbamate, or phenolate salts. Depending

on the anion, these PILs were capable of reacting up to 1:1 CO2/IL. PILs made from

reacting diols with superbases have two reaction sites, and are capable of reacting up

to 2:1 CO2/IL. The polarity of PILs can be tuned through choice of proton donor,

which can be advantageous for use in organic reactions to simplify the separation

process by inducing a phase split in the liquid product. Reaction energetics for the
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reactions shown in Figure 2.8 were calculated at the B3LYP/TZVP level of theory

giving reaction energies of -116.8, -85.2, and -41.7 kJ mol−1 for [TFE]−, [Im]− and

[PhO]−, respectively. These reaction energetics indicated a weak driving force in

[PhO]− ILs that helped to explain their low absorption capacities.

Figure 2.8. Reaction of PILs with CO2. Figure reproduced with permission
from ref [8]. Copyright 2010 Wiley.

Further calculations on phenolate ([PhO]−) ILs demonstrated that the main de-

terminant for the reactivity with CO2 as well as the thermal stability of the IL is the

amount of charge on the phenolate oxygen [125]. When the oxygen is more negative

from the addition of electron donating groups to the phenolate ring, the IL will be

more reactive with CO2, but it will also have a lower thermal stability. The IL can

be made more stable by decreasing the pka of the anion, however, the increased sta-

bility is incurred at a cost of lowering the CO2 absorption capacity. The absorption

capacities of various phenolic ILs are compared in Table 2.2.

The type of substituent (electron donating or electron withdrawing) as well as the
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TABLE 2.2

THE EFFECT OF THE POSITION AND THE NUMBER OF

SUBSTITUENTS, TEMPERATURE, AND WATER ON CO2 CAPTURE

IN PHENOLIC ILS

IL T[◦C][a] CO2 absorption[b]

[P66614][4-Cl-PhO] 30 0.82

[P66614][3-Cl-PhO] 30 0.72

[P66614][2-Cl-PhO] 30 0.67

[P66614][2,4-Cl-PhO] 30 0.48

[P66614][2,4,6-Cl-PhO] 30 0.07

[P66614][4-Cl-PhO] 50 0.65

[P66614][4-Cl-PhO] 70 0.50

[P66614][4-Cl-PhO][c] 30 0.89

[P66614][4-Cl-PhO][d] 30 0.88

[P66614][3-NMe2-PhO] 30 0.94

[P66614][4-Naph] 30 0.89

[P66614][2-Naph] 30 0.86

[a] Determined after 30 min.
[b] Mole CO2 per mole IL.
[c] Addition of water (2 wt%) to the IL.
[d] Addition of water (5 wt%) to the IL.
Table reproduced with permission from ref [125]. Copyright
2012 Wiley.
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ring position of the substituent not only affects the reactivity but also the IL viscosity,

which can be seen in Table 2.3. The fact that both the physical and chemical nature

of ILs are tied to functionalized groups presents both the challenge and opportunity

in designing an IL [25]. Chemical intuition can often be used to assess how a given

substituent on an ion will effect the reactivity, but it can be quite challenging to

assess how it affects other important properties such as the viscosity and chemical

stability.

Both the gas phase reaction thermodynamics and the IL viscosity can be assessed

without a priori knowledge by using a combination of ab initio calculations and CMD

simulations in order to help guide the synthesis of promising ILs. The observed trends

in Table 2.2 were rationalized by calculating the optimized structures of the anions,

CO2, and the reacted anion-CO2 complexes at the B3LYP/6-31++G(p,d) level of

theory [125]. The resulting calculations for the enthalpy of reaction as well as the

partial atomic charge on the phenolate oxygen showed that these two properties are

highly correlated with the experimentally observed absorption capacities. Therefore,

calculations can be used in a predictive manner to to assess the relative reactivities

for several anions within the same family of ILs.

30



TABLE 2.3

PHYSICAL PROPERTIES OF DIFFERENT PHENOLIC ILS

IL η [cPa][a] d [g cm−3][a] σ [s cm−1][a] Td [◦C][b]

[P66614][4-Me-Pho] 392.7 0.894 2.561 238

[P66614][4-MeO-PhO] 253.4 0.919 4.210 217

[P66614][4-H-PhO] 246.7 0.896 3.001 245

[P66614][4-Cl-PhO] 376.5 0.949 5.680 277

[P66614][4-CF3-PhO] 286.4 0.968 3.800 259

[P66614][4-NO2-PhO] 984.3 0.958 4.700 292

[P66614][3-Cl-PhO] 223.2 0.931 3.940 270

[P66614][2-Cl-PhO] 378.3 0.925 1.825 299

[P66614][2,4-Cl-PhO] 472.5 0.966 2.179 302

[P66614][2,4,6-Cl-PhO] 672.1 1.009 1.560 341

[P66614][3-Me-PhO] 335.1 0.893 2.951 221

[P66614][2-Me-PhO] 415.5 0.900 2.408 243

[P66614][2,4-Me-PhO] 334.1 0.901 1.653 205

[P66614][2,6-Me-PhO] 371.3 0.909 2.552 189

[P66614][4-iPr-PhO] 388.2 0.906 1.612 250

[P66614][4-tBu-PhO] 585.8 0.887 0.812 255

[P66614][3-MeO-PhO] 374.8 0.937 3.840 258

[P66614][3-NMe2-PhO] 512.1 0.916 0.891 233

[P66614][1-Naph] 1077 0.929 1.019 294

[P66614][2-Naph] 878.4 0.930 1.010 284

[a] Determined at 23 ◦C.
[b] Determined by TGA under N2 atmosphere.
Table reproduced with permission from ref [125]. Copyright 2012 Wiley.
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2.2.9 Quantifying Reactivity Trends Using Quantum Calculations

The use of ab initio calculations has proven to be invaluable in understanding the

behavior of IL-CO2 reactions for both AHAs and superbase ILs [126]. Calculated en-

thalpies of reaction only considering the anion and CO2 have often produced values in

close agreement with experiment, which provides an easy way to assess the reactivity

of a given anion. Wang et al. calculated an enthalpy of reaction of -56.4 kJ mol−1 for

[P66614][4Triaz], which is in excellent agreement with the experimental value of -50.0

kJ mol−1 obtained from in-situ IR spectroscopy, indicating that the quantum calcu-

lations are able to accurately model these systems [124]. The calculated values for

the enthalpy of reaction tend to trend well with experimentally observed absorption

capacities as well as the required desorption temperatures, which provides a simple

means to assess the chemical reactivities of different ILs [6, 124–126]. Furthermore,

the calculations have demonstrated that the basicity of the anion can be used to tune

the enthalpy of reaction of superbase ILs [9, 124]. More basic anions will bond CO2

more strongly, however, the basicity of the anion also affects the thermostability of

the IL and more basic anions will reprotonate at elevated temperatures. Therefore,

the trade off between binding strength and thermostability requires a delicate balance

for successful performance in an industrial application.

Teague et al. performed a series of quantum chemical calculations to develop

structure property relationships for superbase ILs and to evaluate how various sub-

stituents to phenolate and cyclohexanate rings, which are shown in Figure 2.9, affect

the CO2 binding strength [9].
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Figure 2.9. Structures of phenolate and cyclohexanate anions investigated
by Teague et al. [9]. Figure reproduced with permission from ref [9].

Copyright 2010 American Chemical Society.

Enthalpies of reaction were calculated by optimizing the geometries of CO2, the an-

ions, and the anion-CO2 complexes. Dispersion interactions which have previously

been shown to be important in IL-CO2 systems were modeled by using resolution of

identity standard DFT augmented with a damped empirical dispersion using various

levels of electronic structure theory. All of the calculations showed the same reac-

tivity trends when comparing the different anions, although different methods and

basis sets gave different values of computed properties. Qualitative trends between

different ILs can be obtained using relatively cheap basis sets, however, higher lev-

els of electronic structure theory are required to obtain quantitative results. These

calculations indicated that the addition of electron withdrawing fluorine groups to

the anion ring structure reduces the CO2 binding strength and results in larger O-C

distances and O-C-O angles. Teague examined the ability of the anion basicity to act

as a descriptor for the CO2 reactivity. The basicities of the anions were represented

by their proton affinities and the partial atomic charges on the oxygen binding sites,
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which were obtained through natural bonding orbital (NBO) analysis and calculated

Mulliken charges. The proton affinities showed excellent correlation with the calcu-

lated reaction energetics within a group of anions (either phenolate or cyclohexanate),

which was much better than the trend obtained when comparing both groups of an-

ions. The energetics of reacting anions with CO2, without considering the cation in

the reaction, trend well with the charge on the CO2 binding sites for both groups

of anions (phenolates and cyclohexanates). This trend is fortunate because it allows

different anion groups to be compared even if they have different binding sites (N vs.

O).

Mercy et al. tried to gain additional insights from calculations of gas phase

reaction energetics by including the cation in the calculations [10, 127], because it is

known that many CO2 reactive anions have different CO2 absorption capacities when

paired with different cations [16, 98]. Reaction energetics of CO2 with 4 different

superbase ILs consisting of [P3333]+ paired with [Benzim]−, [3Triaz]−, [4Triaz]−, and

[Bentriz]−, which are shown in figure 2.10, were calculated using DFT.
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Figure 2.10. Structures of superbase anions investigated by Mercy et al.
[10]. Figure reproduced with permission from ref [10]. Copyright 2015

Royal Society of Chemistry.

The gas phase enthalpies of reaction were calculated in two ways: first only the

anions were considered in the reaction, and then the cation was also included. The

calculated reaction enthalpies when only the anion was considered correlated well

with experimental CO2 absorption capacities, the carbamate bond length, and the

amount of charge transferred from the anion to the COO−. When the cation was

included, however, the calculated reaction enthalpies were less exothermic than those

calculated for the anion only reaction scenarios, and the trend between the absorption

capacity and the enthalpy of reaction was lost. Additionally, the ionic pair reaction

model model gave shorter carbamate bond lengths and smaller CO2 angles than the

anion only reaction model. Cations clearly do influence the CO2 absorption capacity,

however, it is not clear how to properly account for this effect when performing gas

phase reaction calculations. Inclusion of the cation in the reaction calculations creates
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difficulties because it is hard to determine an optimized geometry for a cation-anion

pair, which makes it challenging to sample thermodynamically relevant geometries of

a cation-anion pair and to obtain trustworthy energies and free energies of reaction.

While a great deal of experimental and simulation work has focused on tuning

the reaction enthalpy to optimize CO2 absorption, the entropy of reaction can be

equally important. Luo et al. introduced a novel way to improve IL performance

whereby absorption of CO2 into anion functionalized ILs is driven by an entropic

effect in addition to the enthalpic effect [11]. Using entropic effects to drive the ab-

sorption is desirable because it decreases the energy requirement for the desorption

of CO2, which helps improve the energy efficiency of the absorption cycle. ILs con-

sisting of methylbenzoate and nicotinate anions (shown in Figure 2.11) paired with

[P66614]+ will absorb CO2 due to an entropic driving force caused by intermolecular

hydrogen bonding interactions. While the [P66614][p-AA] IL has a higher absorption

capacity than [P66614][o-AA], the absorption enthalpies calculated at the B3LYP/6-

31++G(p,d) level of theory for [P66614][p-AA] and [P66614][o-AA] are -41 and -56

kJ/mol, respectively. These calculations indicate that entropy can be an important

factor governing the free energy of reaction. Although hydrogen bonding can help

drive the reaction entropically, the increase in viscosity due to intramolecular hydro-

gen bonding remains a challenge.
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Figure 2.11. Structures of anions which demonstrate entropically driven
reactivity investigated by Luo et al. [11]. Figure reproduced with

permission from ref [11]. Copyright 2014 American Chemical Society.

Computations have done an excellent job in estimating reactivity trends and aid-

ing experimental design of ILs, but the CO2 reaction equilibria necessary for process

design is very challenging to calculate. CO2 absorption isotherms can be calcu-

lated from the free energy of reaction, but determining reaction free energies in the

condensed phase is nontrivial due to the expense of quantum calculations using an

explicit solvent. However, much of the computational burden can be removed using

various approximations. Firaha et al. [128] calculated the free energy of reaction for

a series of AHA and superbase ILs using COSMO-RS. Geometry optimizations were

performed using an implicit solvent to obtain solvated geometries of the reacted and

unreacted anions. The free energy of reaction was then determined by calculating the

vibrational frequencies of the the solvated anions and product anions. This implicit

solvation method gave significant improvement over the use of gas phase geometries

to calculate reaction free energies. As shown in Table 2.4, the calculated reaction free

energies using the solvated geometries were in qualitative agreement with experimen-

tal CO2 solubilities, and in many cases quantitative agreement with free energies of

reaction obtained by fitting isotherm models to experimental data.
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TABLE 2.4

COMPUTED AND EXPERIMENTAL PROPERTIES

Anion ∆rH
[a] ∆rG

[a]
calcd ∆rG

[b]
exp Abs. cap.[c]

[Inda]− -63 -26 -16 0.92

[BnIm]− -67 -23 -13 0.91

[6-Br-BnIm]− -57 -11 -9 0.9

[2-CN-Pyr]− -47 -7 -6 0.88

[3-CF3-Prz]− -52 -9 -6 0.87

[1,2,4-Tri]− -60 -9 -4 0.76

[2-SCH3-BnIm]− -48 1 -3 0.72

[3-Me-5-CF3-Prz]− -49 3 -2 0.63

[1,2,3-Tri]− -53 -1 2 0.25

[a] Computed-gas-phase enthalpy (∆rH) and solvated Gibbs free ener-
gies (∆rGcalcd) and [b] experimental Gibbs free energies (∆rGexp) at
298.15 K for the reaction of anions with CO2. All energies are in kJ
mol−1. The experimental equilibrium constants from ref [7] were used
to calculate ∆rGexp at 293 K.
[c] Absorption capacity in mol CO2 per mol IL. The data was interpo-
lated to a pressure of 0.9 bar from the two nearest experimental points
in refs [6, 7].
Table reproduced with permission from ref [128]. Copyright 2015 Wiley.
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Firaha et al. [128] concluded that a suitable IL for CO2 capture needs to have a

high absorption capacity while minimizing the necessary energy to desorb the CO2

and regenerate the IL. Candidate ILs should therefore have a Gibbs free energy of

reaction between -32 and 16 kJ mol−1. Calculated free energies of reaction generally

correlate in a quadratic fashion with the CO2 absorption capacities, and therefore

through simple frequency calculations on gas phase and solvated geometries the free

energy of reaction, and thus the predicted absorption capacities, can be estimated.

Calculated reaction energetics have trended well with experimental CO2 absorp-

tion capacities for AHAs, superbase ILs, and phenolic ILs. However, it is worth

mentioning a word of caution. For all of these ILs, researchers initially believed

that CO2 would bind to the anions in the same way for different anions within the

same family of ILs. However, more recent experimental and computational studies

have shown that many of these systems do not react with CO2 according to the

originally proposed reaction mechanisms. Spectroscopy studies combined with DFT

calculated reaction mechanisms from Gohndrone et al. [129] have shown that certain

ILs consisting of phosphonium cations paired with azolide anions will bind CO2 to

the cations rather than the anions. The reaction chemistries in these systems are

further complicated by the fact that the binding preference can depend on the tem-

perature. A similar study by Lee et al. [130] found that the same behavior occurs in

ILs consisting of phosphonium cations paired with phenolate anions. These examples

help illustrate the point that calculations should not be interpreted separately from

experimental results. Spectroscopic analysis plays a very important role in assessing

the reaction chemistries of IL-CO2 systems. While many calculated reaction ener-

getics trend well with experimental absorption capacities when comparing different

anions and different anion substituents, these results are often serendipitous and do

not necessarily reflect the underlying chemistry. Therefore, researchers must use cau-

tion in order ensure that their models are accurate when performing computational
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studies on CO2-reactive ILs due to their complex reaction chemistries.

2.3 Other Advantages of Simulations

2.3.1 Physical Solubility Calculations

While the vast majority of computational work on CO2-reactive ILs has focused

on calculating reaction energetics and thermodynamic equilibrium or understanding

observed viscosity trends, simulations have much more to offer in designing CO2-

reactive ILs. One area where simulations are aptly suited to aid in IL design is

in calculation of physical gas solubilities. In many of the proposed applications of

CO2-reactive ILs, other gases that are present could have adverse effects on the IL

performance. It is therefore important to have an understanding of IL affinity for

different species and to know whether or not the IL will selectively absorb CO2 in

the presence of other gases such as N2, O2, H2O, and CH4. When solutes do not

undergo chemical reactions in the solvent environment, the physical solubilities can

be calculated by using Monte Carlo (MC) simulations, free energy methods in CMD

simulations, or through the use of implicit solvent quantum calculations. Each of

these methods has associated strengths and weaknesses in understanding the behavior

of IL systems.

Some of the earliest solubility calculations on IL systems were performed using

CMD simulations to investigate solute-solvent association energetics [131, 132]. In

general, these studies have shown the the solute polarity and its ability to form hy-

drogen bonds is the primary factor that governs solute-IL interactions. Subsequent

CMD simulations sought to quantify solubility through calculation of relative solute

free energies. One of the earliest studies examining the solubility of various solutes

in ILs was performed by Lyndon-Bell et al. [133] The excess chemical potentials of

various polar and nonpolar solvents in [dmim][Cl] were calculated using a two step
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approach. First, Widom particle insertion was used to calculate the excess chemical

potential of a small LJ molecule. Following the Widom particle insertion, thermody-

namic integration was performed for a series of alchemical transformations of the LJ

molecule into the different solvent molecules. While there were no measured excess

chemical potentials to compare with, the calculated excess chemical potentials were in

qualitative agreement with experimentally measured solubilities. This study proved

that thermodynamic integration provides a reliable and robust means to access free

energy changes in IL systems. At the same time, Deschamps et al. [132] used CMD

free energy methods to calculate gas solubilities in [bmim][PF6] and [bmim][BF4].

An important finding of this study was that charges must be added to the force field

models of neutral molecules in order to accurately model quadrapole moments, and

thereby obtain free energies that are consistent with experimental results.

CMD free energy methods such as Widom insertion, free energy perturbation,

thermodynamic integration, and the Bennett Acceptance Ratio (BAR) provide means

whereby the infinite dilution free energy of solvation can be determined from CMD

simulations and subsequently used to calculate Henry’s law constants [12, 111, 134].

Liu et al. [12] used BAR to calculate solvation free energies and Henry’s law constants

for various solutes in [emim][Tf2N]. The calculated solvation free energies and Henry’s

law constants shown in Figure 2.12 were in qualitative agreement with experiment

and in some cases quantitative agreement. One of the primary benefits of using CMD

simulations is that they provide understanding of not only physical solubility but also

its molecular origin, which helps researchers decide which chemical functionality will

give the best performance in a given application.
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Figure 2.12. Calculated Henry’s law constants for various gases in
[emim][Tf2N]. Figure reproduced with permission from ref [12]. Copyright

2014 American Chemical Society.

MC simulations are another popular method for calculating gas solubilities in

ILs. Solubility is calculated in a rigorous manner in MC simulations by equilibrating

liquid and vapor phases such that the chemical potential of the solute is equal in the

two phases. Shah et al. [135] calculated Henrys law constants for H2O, O2, C2H6,

C2H4, CH4, O2, and N2 in [bmim][PF6] with Monte Carlo simulations using both test

particle insertion and the expanded ensemble method. In the test particle insertion

method, a non-interacting solute test particle is placed in a random orientation at

random positions within previously generated configurations and the solute-solvent

interaction energy is computed and used to determine the Henry’s law constant. In

the expanded ensemble method, the interaction between solute and solvent molecules

is linearly scaled by a coupling parameter, λ, which helps to increase the acceptance

of swap moves from the low density vapor phase to the high density liquid phase.
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The expanded ensemble simulations allowed translation, rotation, volume, swap, and

λ adjustment moves. The simulations started by placing a noninteracting solute

molecule into a random place within the box containing the ionic liquid. MC trial

moves were then performed until the solute reached the uncoupled state where λ=0,

after which a new test particle was inserted into the system. A uniform sampling of

the λ space was accomplished by using the Wang-Landau method [136, 137]. The

chemical potential was then calculated based on the probabilities of visiting the dif-

ferent end states (either complete interaction or no interaction between the solute

and the solvent). The simulations were able to predict the correct trend in Henry’s

law constants between the different solutes, but the calculated Henry’s law constants

for all tested solutes were higher than the experimental values. Similar to the find-

ings of Deschamps et al. [132], it was necessary to add a quadrapole moment to

the ethane and ethene force fields in order to observe the correct selectivity trend of

these species. The partial molar enthalpy and entropy of solvation for H2O and CO2

were calculated by performing simulations at different temperatures. The calculated

partial molar enthalpies of solvation were larger than the experimental values. Nei-

ther test particle insertion nor the expanded ensemble approach were able to capture

the experimentally observed increase in O2 solubility with increasing temperature.

Henry’s law constants calculated using the test particle insertion method were found

to depend on the system size. In general, the expanded ensemble results showed

better agreement with experiment and no system size dependence.

One of the main benefits of using MC simulations for solubility calculations is

that it provides a means to calculate mixed gas solubilities, which can be extremely

difficult to measure experimentally [65]. Understanding mixed gas solubilities is of

critical importance in understanding absorption selectivity, which can have signifi-

cant implications for the energy requirements of a given separation. For instance, in

post combustion CO2 capture, if the IL absorbs species such as N2 or O2, it will result
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in high parasitic energy requirements to compress these species to high sequestration

pressures. Shi et al. [138] calculated both pure component and mixed gas absorption

isotherms of O2, N2, and SO2 in [hmim][Tf2N]. Pure gas isotherms were calculated

using continuous fractional component bias Monte Carlo (CFC MC), which improves

the acceptance of swap moves between phases through scaled solute-solvent interac-

tions that help to avoid unfavorable high energy insertions into dense systems. The

simulations were able to reproduce the experimental isotherms for the pure compo-

nents. Additionally, mixed gas solubilities were calculated using Gibbs ensemble MC

simulations and the ability of regular solution theory to model mixed gas solubilities

was evaluated. The simulations showed that the mixed gas solubilities behave ideally

as if the solutes did not interact. This result was contradictory to solubility data at

the time [139], but has since been confirmed experimentally [140]. MC simulations

have also correctly predicted that the solubilities of sparingly soluble gases in ILs

tend to increase with increasing temperature [141].

Another popular method for calculating physical gas solubilities is to perform

implicit solvent quantum chemical calculations. The free energy of solvation can be

calculated by taking the difference in free energy between the gas phase optimized

geometry and the solvated optimized geometry. One popular way to perform these

calculations is the use of COSMO-RS [108, 109, 128, 142, 143]. Implicit solvation cal-

culations are quite useful for screening large candidate sets because the calculations

are easier and cheaper to run in a high throughput manner than MC simulations

or CMD free energy methods that require specific tuning of simulation parameters

for each different system as well as accurate force field models for all considered

species. Zhang et al. used COSMO-RS to calculate Henry’s law constants for CO2

in 408 different ILs that physically absorb CO2 [142]. The model was first verified

by comparison with experimental data and equations of state for CO2. The cal-

culations showed that the Henry’s law constants are sensitive to the anions while
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being mostly insensitive to the cations. However, increasing the cation alkyl chain

lengths was found to decrease the Henry’s law constants, which was in agreement

with other studies [143]. After performing the screening, the best candidate anion

([FEP]−) was paired with three different cations and experimental CO2 absorption

isotherms were measured for these ILs. The experimental results confirmed that the

CO2 solubility is improved by using the proposed [FEP]− anion. Although this study

demonstrates the screening potential of COSMO-RS, the method does have some

limitations. While the experimental and calculated Henry’s law constants were in

excellent agreement at room temperature, the temperature dependence of the calcu-

lated Henry’s law constants did not have the same slope as the experimental Henry’s

law constants. COSMO-RS is an excellent tool for efficiently screening large sets of

candidate solvents, but it can have problems for accurate quantitative prediction.

Simulations have proven to be a powerful tool for predicting physical gas solu-

bilities. Understanding the physical solubilities of species present with CO2 is an

important aspect of designing better CO2-reactive ILs. CMD free energy methods

are useful for both calculating solubilities and understanding the molecular origins

of solubility. MC simulations allow mixed gas solubilities that are rarely reported

in literature to be calculated in a direct and rigorous manner. Implicit solvation

models provide a simple means to estimate physical solubilities and are aptly suited

to screen extensive sets of candidate solvents. Simulations are a great design tool

to help understand how the IL and solute chemical structures govern the physical

solubilities of various solutes in CO2-reactive ILs.

2.3.2 IL-Water Mixtures

Understanding the behavior of IL-water mixtures is of fundamental importance

to CO2 separations and other IL applications where water is present. The interac-

tions between water and CO2-reactive ILs are crucial as many ILs are known to be
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hygroscopic and they will absorb significant amounts of water [144–146]. Water ef-

fects not only the physical properties of ILs [147–150], but it can also change reaction

chemistries and CO2 absorption capacities [7, 83, 96, 104, 121, 151, 152]. Compu-

tational methods have been extremely useful in understanding how water affects IL

performance.

CMD simulations have been used extensively to investigate excess molar prop-

erties and the behavior of IL-water mixtures [153, 154]. In general, the hydropho-

bic/hydrophilic nature of the anion determines the miscibility of the mixtures. Many

ILs have demonstrated an increase in system dynamics and a decrease in viscosity

upon the addition of water [7, 152, 153], although some ILs show the opposite be-

havior [155]. Initial CMD simulation studies on IL-water mixtures found that the

increase in IL system dynamics from the addition of water was primarily attributed to

the fact that water decreases counterion association, thereby allowing ions to diffuse

more freely [154, 156, 157]. Using a series of CMD simulations, Feng et al. [149] found

that water forms strong interactions primarily with anions. These CMD simulations

showed that anions which interacted strongly with water would form persistent as-

sociated clusters with water, whereas when the anions interacted weakly with water,

the water would self aggregate [149]. These studies demonstrated that water can

drastically alter IL behavior and that it is difficult to assess the impact of water a

priori.

The majority of simulation literature on IL-water mixtures has focused on a few

select classes of ILs, namely the imidizolium family of ILs [149, 156, 158–161], and

there have only been a few simulation studies on mixtures of water and CO2-reactive

ILs. Thompson et al. [155] used a combination of experiments and CMD simula-

tions to study interactions with CO2 and H2O for a series of ILs having a [P4444]+

cation paired with a series of [3Triaz]− anions functionalized at the 4-position with

various electron donating and electron withdrawing groups. The CO2 absorption
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capacities for the ILs varied from 0.07-0.4 mol CO2/IL at 30 ◦C and 1 bar, depend-

ing on the substituent. The ILs with electron donating groups had lower thermal

decomposition temperatures as did the ILs with alkyl substituents on the anions.

Steric hindrance and the addition of electron withdrawing groups decreased the CO2

absorption capacities. When water was added to these ILs, the absorption capacities

did not change, however, the viscosities of the unreacted ILs increased and the CO2

reaction mechanism changed from a a carbamate formation to bicarbomate forma-

tion with some possible ylide formation. Partial charges obtained using the CHarges

from Electrostatic Potentials using a Grid-based (CHELPG) method and calculated

interaction energies of CO2 and H2O with the ring nitrogens of [3Triaz]− showed that

interactions with H2O are more favorable than interactions with CO2, and that the

preferred nitrogen binding site is the one with the most negative charge.

CMD simulations by Sheridan et al. for a series of ILs consisting of [P2228]+

paired with [2CNpyr]−, [3Triaz]−, [PhO]− anions showed that the interactions with

water depend primarily on the ability of the anions to form stable hydrogen bonds

with water [162]. The water affinity estimated by calculated Henry’s law constants

showed that water is stabilized through hydrogen bonding interactions with anions,

and that these interactions tend to increase as the anion atoms become more nega-

tively charged. Simulations of both dry ILs and 1:1 water/IL mixtures showed that

water can drastically alter the IL ion dynamics. Water tends to form the first sol-

vation shell around the anions, which reduces the counterion association and causes

the ion diffusivities to nearly double in the [2CNpyr]− and [3Triaz]− ILs, which is

similar to previous findings for other ILs [154, 156, 157]. Although the added water

decreased the counterion association in the [PhO]− IL, the [PhO]− anions associated

through hydrogen bonds with water, and the result was that the system dynamics

were virtually unaffected by the addition of water. It is possible that this result is

due to the fact that no chemical reactions were considered in the CMD simulations.
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Recent experimental work has shown that ILs with phenolate anions can undergo

reactions in the presence of water [123, 130]. For this reason, Brehm et al. [99] sug-

gested that AIMD simulations are the appropriate way to model IL-water mixtures.

However, it is not yet possible to accurately assess system dynamics from AIMD

simulations due to the limited system sizes and timescales that can be simulated. It

is interesting to note that while both Thompson et al. [155] and Sheridan et al. [162]

examined ILs consisting of phosphonium cations paired with [3Triaz]−, the effects of

water were different in each study. Thompson found that the addition of water re-

sulted in slower ion dynamics [155], whereas Sheridan found that added water causes

the ion dynamics to increase [162]. This observation suggests that the effects of water

on IL dynamics are not only sensitive to the anion, but also to the cation it is paired

with and the amount of water absorbed.

2.3.3 IL Toxicity

Toxicity presents a major challenge in the design of ILs for industrial applications.

While a great deal of physical and chemical data exists for a wide range of ILs, toxicity

data remains scarce [163]. The unknown toxicity of many ILs is one of the largest

barriers to the widespread application of ILs in industrial processes [146]. Due to

their high thermal and chemical stabilities, ILs can persist for long times if they are

released into the environment and therefore, understanding the mechanisms which

cause IL toxicity is important. The fact that ILs have such low vapor pressures

and that many ILs are colorless means that they may go undetected if they are

released into the environment. While there have been biodegradability [164–171] and

toxicity [172–175] studies for some of the most commonly researched ILs, the high

rate at which new ILs are designed and synthesized means many ILs have no toxicity

or biodegradability data. Studies on imidizolium based ILs have shown that the IL

toxicity tends to increase with increasing alkyl chain lengths on the imidizolium cation
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[167]. Interestingly, some researchers have proposed using the toxicity of imidizolium

ILs to selectively target and disrupt cancer cells [176]. The potential risk of chemical

release into the environment makes it important to understand how different tuning

of cations and anions affects the IL toxicity.

CMD simulations provide a convenient platform whereby the toxicity and the tox-

icity mechanisms of ILs can be assessed prior to synthesis and experiment. Bingham

et al. [177] pioneered the use of CMD simulations to elucidate the toxicity mecha-

nism for a class of imidizolium ILs. CMD simulations were run to investigate how

ILs made from [bmim]+ paired with anions ranging from hydrophilic to hydrophobic

in the order [Cl]−, [PF6]−, and [Tf2N]− interact with lipid bilayer membranes. The

simulations showed that in all cases, the [bmim]+ hydrophobic alkyl tails inserted

into the lipid bilayer and associated with the hydrophobic lipid tails, while the imidi-

zolium ring associated with the polar lipid head groups. The [Cl]− anions remained

in an aqueous environment, whereas the [PF6]− anions formed a thin layer on the

lipid bilayer surface. With [bmim][Tf2N], the counter ions precipitated into globules

in solution while some of the [emim]+ cations inserted into the bilayer and some of

the [Tf2N]− anions reassociated with the inserted cations. Bingham found that in-

teraction of the ions with the bilayer cause large fluctuations in the compressibility

modulus of the bilayer, which may contribute to morphological changes in the bilayer.

Yoo et al. [13] followed the work of Bingham and used a combination of molecular

dynamics simulations and fluorescence microscopy studies on synthetic lipid bilayer

membranes in order to investigate the toxicity mechanisms of imidizolium ILs. The

experiments showed that the toxicity of 1-n-alkyl-3-methylimidazolium ([Cnmim]+)

based ILs increases with increasing alkyl chain lengths on the imidizolium cation,

which was in agreement with previous studies [167]. Similar to Bingham’s results, the

CMD simulations showed that the hydrophobic cation alkyl chain will spontaneously

insert deep into the lipid bilayer while the imidizolium ring will interact with the
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lipid head groups, whereas the hydrophilic anions such as [Cl]− remain in the aqueous

environment surrounding the lipid bilayer. Even more hydrophobic anions such as

[Tf2N]− only showed modest interactions with the lipid bilayer occasionally inserting

and reassociating with inserted cations. The amount of cation insertions into the lipid

bilayer increased with increasing IL concentration, which also caused the fluctuations

in the lipid bilayer thickness to increase as shown in Figure 2.13. The disruptions in

the lipid bilayer thickness may eventually lead to sufficient bilayer disruption to result

in the death of cells. Potential of mean force simulations for imidizolium insertion

into the lipid bilayer calculated free energies of insertion of -27 and -37 kJ mol−1 for

[bmim]+ and [dmim]+, respectively, further indicating that cations with longer alkyl

chain lengths are more likely to insert into the lipid bilayer.

Figure 2.13. Snapshot of configurations (above) and bilayer thickness
contour plots (h)(below). The contour plots were averaged over the last 20
ns of the simulation. (a) The hydrated lipid bilayer, (b) 16 mM [bmim][Cl],
(c) 50 mM [bmim][Cl], (d) 100 mM [bmim][Cl]. Locations of inserted cation

atoms from each frame are indicated by the dots in magenta. Figure
reproduced with permission from ref [13]. Copyright 2014 Royal Society of

Chemistry.
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Further course grained simulations by Yoo et al. showed that when the alkyl

chains are sufficiently long (n=10), the cations will self assemble into vesicles that will

adsorb to the lipid bilayer surface causing the bilayer to buckle and bend [178]. The

morphological changes in the lipid bilayer induced by ILs is thought to be the primary

cytotoxicity mechanism of imidizolium ILs. CMD simulations are able to demonstrate

on a molecular level how ILs disrupt lipid bilayer membranes. Understanding how

IL structure relates to toxicity allows researchers to design ILs with lower toxicity.

Also, knowing how the ions interact with the membrane could allow researchers to

implement a mechanism to inhibit cell disruption by ILs.

2.4 Outstanding Research Issues

Significant advances have been made in applying CO2-reactive ILs to CO2 sepa-

rations. Several ILs have been synthesized adding reactivity to either the anions or

cations. Researchers have demonstrated that the reactivity of the ILs can be tuned

between a physical absorption and strong chemical absorption by functionalizing the

ions. Many of the initial barriers in IL design such as the high viscosity have been

overcome by using a combination of simulations and experiments to develop structure

property relationships, whereby the physical properties can be understood in terms

of the chemical structures. However, there remains significant room for improved

design and a lot of work has yet to be done before ILs can be applied for industrial

scale CO2 capture from point source emitters.

Several opportunities exist where computations may yet aid in the design of CO2-

reactive ILs. One issue is the question of IL lifecycle. While most experimental

studies on CO2 absorption in reactive ILs have shown that the absorption process

can be performed several cycles with little or no loss of efficiency, ILs have not yet

been applied extensively in pilot-scale operations to assess their lifecycle. In order

for ILs to be used in place of current amine technologies, researchers will have do
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demonstrate that ILs solvents will work efficiently with solvent replacement costs

that are similar to or better than amines. Simulations can be aid in understanding

IL life cycle by assessing different reaction pathways which may eventually lead to

deactivation of the IL. As mentioned previously, simulations can also be used to assess

how the structure of ILs relates to their toxicity. In order to perform efficiently in CO2

separations, ILs will need to selectively absorb CO2 over other gases that are present.

Simulations have already proven their use in predicting the solubilities of different

gases in ILs and will aid in understanding absorption selectivity. Quantum chemical

calculations can be used to predict reaction pathways and associated free energies,

thereby allowing kinetic reaction rates to be assessed and compared within a family

of candidate ILs. It is possible that ILs will be mixed with cosolvents to improve

their performance in CO2 separations. Both CMD and MC simulations can be used

to predict mixtures properties, which can help identify optimal cosolvents. While

many issues remain in designing CO2-reactive ILs, simulations have demonstrated

their ability to aid in overcoming these problems, and as such, they will continue to

aid experimentalists in designing better ILs.

2.5 Outlook

Molecular simulations have made significant contributions to the present under-

standing of IL-CO2 chemistries. Simulations have acted as a tool to understand the

behavior of CO2-reactive ILs from the earliest design stages. In some of the first

computational work on CO2-reactive ILs, ab initio calculations on simple reactions

between anions and CO2 gave reaction energetics that helped identify potentially re-

active species. CMD simulations helped identify the hydrogen bonding mechanisms

responsible for large viscosities of first generation of CO2-reactive ILs made from

amine functionalized imidizolium cations. This molecular level understanding helped

lead to the design of AHA ILs and superbase ILs, both of which alleviated the viscos-
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ity problem while improving the CO2 absorption capacity in a tunable way. CMD has

provided a reliable and relatively cheap means to investigate IL structure and dynam-

ics. These simulations have helped researchers assess whether or not a candidate IL

will have acceptable physical properties for industrial application prior to synthesis.

Furthermore, CMD simulations provide a convenient platform for investigating the

toxicity mechanisms of ILs for which no experimental toxicity data exist. Implicit

solvation quantum chemical calculations such as COSMO-RS have successfully been

applied to calculate gas solubilities for a broad range of solutes in various known

and proposed ILs, which provided an efficient means to screen large sets of candidate

ILs for the most promising CO2 capture properties. MC simulations have further

extended the understanding of gas solubilities in ILs allowing both pure and mixed

gas physical solubilities to be calculated, which are difficult and time consuming to

measure experimentally. The development of CO2-reactive ILs for industrial scale

CO2 capture has come a long way since the first investigations of their potential use,

and along the way, simulations have aided in designing ILs and understanding their

properties.

The synergistic feedback between simulation and experiment will continue to ad-

vance the understanding and design of new CO2 capture ILs. Clearly, these systems

have complex chemistries and large design spaces, which makes it unlikely to find

optimal ILs through a trial and error process. While the available computational

chemistry methods have provided valuable insights into IL behavior, many of the

molecular simulations suffer from various assumptions regarding different aspects of

the CO2 absorption process. For instance, understanding how the solvation environ-

ment affects the reaction chemistries has not yet been assessed in a rigorous manner.

After initial screening of candidate ILs using the various methods described in this re-

view, different levels of theory such as AIMD, QM/MM hybrid methods, and reactive

Monte-Carlo methods may provide experimental chemists additional information on
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how the liquid environment affects the reaction process so that they may design bet-

ter ILs. ILs have been, and remain, promising candidates for CO2 capture processes

and they will likely play a key role in future efforts to mitigate CO2 emissions.
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2.6 Abbreviations Used in this Chapter

TABLE 2.5: 

FULL CHEMICAL NAMES FOR CHEMICAL ABBREVIA-TIONS 

USED IN THIS CHAPTER

Abbreviation Full Chemical Name

[P2228]+ triethyl-octyl-phosphonium

[P3333]+ tetrapropyl-phosphonium

[P4444]+ tetrabutyl-phosphonium

[P66614]+ trihexyl-tetradecly-phosphonium

[P222(1O1)]
+ triethyl(methoxymethyl)phosphonium

[emim]+ 1-ethyl-3-methyl-imidizolium

[bmim]+ 1-butyl-3-methyl-imidizolium

[hmim]+ 1-hexyl-3-methyl-imidizolium

[dmim]+ 1-dodecyl-3-methyl-imidizolium

[Met]− methioninate

[Pro]− prolinate

[Gly]− glycinate

[Ac]− acetate

[TFA]− trifluoroacetate

[2CNpyr]− 2-cyanopyrrolide

[3Triaz]− 1,2,3-triazolide

[4Triaz]− 1,2,4-triazolide

[Im]− imidazolate

[Inda]− indazolide

[BnIm]− benzimidazolide

[Pyr]− pyradine
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TABLE 2.5: Continued

Abbreviation Full Chemical Name

[PhO]− phenolate

[TFE]− trifluoroacetyl

[Naph]− naphtholate

[p-AA]− 4-amino-3-methylben- zoic acid

[o-AA]− 2-Amino-3-methylbenzoic acid

[p-ANA]− 6-amino- nicotinic acid

[o-ANA]− 2-aminonicotinic acid

[PF6]− hexafluorophosphate

[BF4]− tetrafluoroborate

[Cl]− chloride

[Tf2N]− bis(trifluoromethylsulfonyl)imide

[FEP]− tris(pentafluoroethyl)trifluorophosphate

[pyrr]− pyrrolide

MEA monoethanolamine

DEA diethanolamine

DBU (1,8-diazabicyclo-[5.4.0]-undec-7-ene
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CHAPTER 3

FORCE FIELD PARAMETERIZATION

3.0.1 Parameterization Procedure

Force field Lennard-Jones parameters and intramolecular potentials for all of the

simulations reported in this thesis were obtained using the Antechamber package

in AMBER to assign atom types for AMBER potentials. All of the molecular dy-

namics simulations were performed using the GROMACS simulation software. The

functional form in eq. 3.1 was used to describe both the intramolecular and inter-

molecular degrees of freedom. Note that the potential functional form varies between

different CMD software packages so use caution when transferring parameters.

V =
∑
bonds

Kr

2
(r − r0)2 +

∑
angles

KΘ

2
(Θ−Θ0)2 +

∑
dihedrals

KΦ[1 + Cos(nΦ− Φ0)]+

(3.1)∑
improppers

k

2
(Θ−Θ0)2 +

∑
atom i

∑
i>j

4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

+
qiqj

4πε0rij

Some of the dihedrals used the periodic functional form shown in eq. 3.1, while

other dihedrals were modeled using the Ryckaert-Bellemans (RB) functional form

shown in eq. 3.2

Vrb(φijkl) =
5∑

n=0

Cn(cos(ψ))n (3.2)
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where ψ is equal to φ -180◦ with φ being the dihedral angle. The force field parameters

listed in Appendix A indicate which form was used for each dihedral.

Bonds, angles, and dihedrals were parametrized based off of the atom type assign-

ment [179–181]. Partial atomic charges were obtained using the restricted electro-

static potential fitting method [182] for an electrostatic potential grid calculated with

Gaussian09 [183] using the Merz-Kollman scheme [184, 185]. The resulting partial

atomic charges were then scaled by 0.8 as is commonly done when modeling ILs to give

better agreement between simulated and experimental diffusivities and to account for

charge transfer between counter ions in the liquid phase [186–188]. Partial charges

for the phosphonium cations were calculated at the B3LYP/6-311++g(d,p) level of

theory due to the large size of the molecules. The partial charges for the reacted and

unreacted anions were calculated at the B3LYP/aug-cc-pvdz level of theory. Prior

to the charge fitting, the molecular structures were optimized and frequency calcu-

lations were performed to ensure the geometries converged to stable minima of the

potential energy surfaces having only positive real frequencies.

The force field for for the CO2-reacted 2-cyanopyrrolide ([2CNpyr:CO2]−) was

modified following the assignment of default AMBER parameters. The default bond

length for the N-C bond between [2CNpyr]− and CO2 was 1.35 Å while the bond

length from the ab initio optimized structure was 1.56 Å. Additionally, the default

AMBER parameterization had a CO2 angle of 130◦ while the ab initio optimized

structure had an angle of 135.6◦. Therefore, a hand fit was performed to optimize

the force field parameters involving the CO2 moiety: the C-N bond, the CO2 angle,

and the dihedral terms involving the rotation of the CO2 group. A similar procedure

was used to modify the force field parameters involving the CO2 group for the CO2-

reacted 1,2,4-triazolide anions.

The following procedure was used to fit the force field parameters involving the

CO2 group. First, a scan was performed where the value of the bond, angle, or
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dihedral being fitted was varied and a single point energy was calculated for the

given geometry. Then, the same scan was performed using the force field to calculate

the energies of the same geometries with the energy contribution of the term being

fitted removed from the total energy. Next, the difference in energy between the two

scans was used to fit force constants for the given degree of freedom assuming the

equilibrium geometry for the C-N bond and the CO2 angle given by the ab initio

optimized structures. The force field optimization changed the original force fields

in the following ways: 1) the C-N bond length between CO2 and the anion increased

while the bond force constant decreased, 2) both the CO2 equilibrium angle and

force constant increased, 3) the dihedral energy barrier for the rotation of the CO2

decreased.
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CHAPTER 4

ANION DEPENDENT DYNAMICS AND WATER SOLUBILITY EXPLAINED

BY HYDROGEN BONDING INTERACTIONS IN MIXTURES OF WATER AND

APROTIC HETEROCYCLIC ANION IONIC LIQUIDS

4.1 Introduction

As discussed in the review of CO2-reactive ILs in Chapter 2, understanding water-

IL interactions is crucial for the successful application of CO2-reactive ILs in post

combustion CO2 capture. Many ILs are known to have high water affinities, and

consequently it can be difficult to remove water from an IL [144]. The absorbed

water can have dramatic effects on both the physical and chemical properties of

an IL[7, 151, 189]. Several researchers have found that even a small amount of

water can drastically reduce IL viscosity [2, 147, 190, 191]. Experimental measure-

ment of activity coefficients for water in ILs revealed that the coefficients depend on

specific interactions between anions and water [192]. Furthermore, the hydropho-

bic/hydrophilic nature of the anion determines the IL water solubility. A cation

paired with a hydrophilic anion can be completely miscible with water, whereas the

solubility of water in ILs having the same cation paired with hydrophobic anions can

be quite low[146, 189, 193]. Experiments have shown that water not only effects the

physical properties of CO2-reactive ILs, but it can also affect CO2 reaction chemistries

and absorption capacities [7, 121, 151, 152] The presence of water in CO2 separation

processes thus necessitates a fundamental understanding of the physical interactions

between water and AHA ILs.
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Molecular dynamics (MD) simulations have been used extensively in the IL com-

munity to provide molecular level detail on specific interactions in water/IL mix-

tures that give rise to bulk thermodynamic and transport properties. Simulations of

water-IL mixtures showed that when water is added to ILs, the counterion associ-

ation weakens resulting in reduced viscosity, which is consistent with experimental

results [154, 156–158]. Voth and coworkers [149] have examined the effects of vary-

ing anions and imidizolium alkyl chain lengths on the liquid structure of water/IL

mixtures. While the cation alkyl chain lengths affected the cation aggregation, the

mixture behavior was more sensitive to the anion. Anions such as chloride interact

strongly with water and form persistent microstructures. Water is less likely to form

clusters in these ILs than in ILs that have anions which interact weakly with wa-

ter. Brehm et al. [99, 100] used ab intio molecular dynamics (AIMD) simulations

to investigate 1-ethyl-3-methylimidazolium acetate mixtures. They observed strong

hydrogen bonding interactions between water and the electronegative oxygen atoms

of the acetate anion, and occasionally, the anion would share a hydrogen from water

to form acetic acid. The hydrogen bonding interactions can cause significant polar-

ization of both the ions and water, and therefore, ab initio methods are preferred to

study these systems. AIMD simulations, however, have high computational expense

which greatly limits the system size and time scales that can be simulated. Therefore,

although classical MD cannot account for breaking and formation of chemical bonds

which may occur in IL-water mixtures, it provides the most suitable method to ex-

amine structure and dynamics with high statistical accuracy such that the simulation

results are mostly independent of the starting configurations. The assumption of the

present work is that these aprotic anions will remain stable in the presence of water.

In this work, MD simulations were performed to investigate physical interactions

between water and AHA ILs. The ILs have a common triethyl-octyl-phosphonium

cation ([P2228]+) paired with the anions 2-cyanopyrrolide ([2CNpyr]−), 1,2,3-triazolide

61



([3Triaz]−), and phenolate ([PhO]−). The cation and anions are shown in Figure 4.1.

These combinations were chosen to represent two classes of ILs that exhibit chemical

binding of CO2 [1, 7, 8, 130]. The effects of water on IL dynamics were investigated

through calculation of self-diffusion coefficients. The liquid structures of the wet and

dry systems were compared through calculation of both radial distribution functions

(RDFs) and spatial distribution functions (SDFs). Hydrogen bonding analysis was

performed to provide insights into the structure and dynamics of the wet ILs. The

relative water solubilities in each IL were compared through the calculation of Henry’s

law constants for water.

4.2 Computational Details

4.2.1 Liquid Structure and Diffusivity

Figure 4.1. Ion Structures.

The liquid structure and dynamics of both wet and dry ILs were investigated

through a series of MD simulations. A conventional class I force field was used in

the simulations, the complete details of which are included in Appendix A. Both

dry ILs and liquid mixtures of 1:1 mole ratio water/IL were simulated using GRO-
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MACS version 4.5.5 [194–196]. Long range electrostatics were handled using particle

mesh Ewald summation [197]. Long range corrections to the Lennard-Jones (LJ)

interactions were applied when computing the energy and pressure.

Initial structures of 150-200 cation-anion pairs with/without an equivalent number

of water molecules were generated using Packmol[198]. After performing a steepest

descent energy minimization, the systems were annealed to 700 K in the NVT en-

semble for 500 ps followed by an 8 ns NPT equilibration to 333 K and 1 atm using

a Berendsen thermostat and barostat[199]. A final NPT equilibration using a Nosé-

Hoover thermostat [200, 201] and a Parrinello-Rahman barostat[202] was run for 2 ns.

Following equilibration, an NVT production run of 4-10 ns was conducted using the

same run parameters as the final equilibration while sampling configurations every

picosecond. Three simulations of each system were run using different initial configu-

rations to estimate uncertainties of the calculated structural and dynamic properties.

All simulations with [2CNpyr]− used a 1 fs time step due to the high frequency modes

of the cyano group, whereas a time step of 2 fs was used for the other systems. All

covalent bonds with hydrogen were constrained using the LINCS algorithm to allow

a larger time step to be used [203].

Self-diffusion coefficients of wet and dry systems were calculated using the Einstein

relation

D =
1

6t
〈|ri(t)− ri(0)|2〉 (4.1)

where D is the self-diffusion coefficient, t is the time, and the quantity in brackets is

the mean squared displacement (MSD) of the center of mass of the molecule.
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4.2.2 Hydrogen Bonding

The polar nature of ILs causes strong interactions between ions and water. Previ-

ous work has shown that hydrogen bonds are important descriptors for characterizing

the structure of both pure ILs [204–208] and IL/water mixtures [193, 209, 210]. The

energetic and geometric criteria used to describe a hydrogen bond can vary signifi-

cantly in the literature [79, 204, 211, 212]. In this work, a geometric criterion shown

in Figure 4.2 was used to define hydrogen bonds [79, 111].

Figure 4.2. Geometric criterion used to define a hydrogen bond. Symbols
have the following meaning: A - hydrogen bond acceptor, D - hydrogen
bond donor, H - hydrogen, rH - distance between donor and acceptor

atoms, ΘH acceptor-hydrogen-donor angle. Nitrogen and oxygen atoms
were considered to be hydrogen bond acceptors while all atoms covalently

bonded to hydrogen were considered to be hydrogen bond donors.

The interaction between hydrogen bond donor and hydrogen bond acceptor atoms was

considered to be a hydrogen bond if rH was less than 3.3 Å while θH was greater than

145◦. All atoms covalently bonded to hydrogen were considered to be hydrogen bond
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donors while all nitrogen and oxygen atoms were considered to be hydrogen bond

acceptors. It is difficult to compare the hydrogen bonding character between different

IL systems as there is no clear metric for quantifying the degree of hydrogen bonding.

Therefore, a previous metric was used to examine hydrogen bonding in terms of the

percent of hydrogen bond acceptor atoms satisfying the hydrogen bonding criterion,

which we will refer to as the hydrogen bonding occupancy[79, 111].

4.2.3 Henry’s Law Coefficients

The relative solubility of water in each IL was estimated through calculation of

the Henry’s Law constant, kH(T.P ),

kH(T, P ) = kBTρ(T, P ) exp

(
∆G∞
kBT

)
(4.2)

where kB is the Boltzmann constant, ρ is the density of the pure IL, and ∆G∞ is

the infinite dilution free energy of solvation. ∆G∞ was calculated using the Bennett

Acceptance Ratio (BAR) method as implemented in GROMACS version 4.5.5 [134].

The simulations work by creating a function of the potential which depends on a

coupling parameter, λ, which linearly scales the interaction between the solute and

surrounding solvent. The free energy of solvation is calculated by gradually “turning

off” solute-solvent interactions by running several simulations ranging from complete

solute-solvent interactions to no solute-solvent interactions [134, 213, 214].

The free energy of solvation was calculated using a two step approach. In the

first step, the electrostatic contribution to the free energy of solvation was calculated

by turning off Coulomb interactions between water and the IL. In a second step, the

van der Waals contribution to the free energy of solvation was calculated by turning

off the LJ interactions. While the LJ interactions were being turned off, the partial

atomic charges of water were set to zero to prevent particle overlap that might cause
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simulation instability. For both the electrostatic and the van der Waals portions of

the solvation free energy calculation, λ was set to 15 equally spaced values ranging

from 0 to 1. For all solvation free energy calculations, a single water molecule was

placed in a box of 150 cation-anion pairs to simulate an infinitely dilute system.

The same equilibration and production procedures previously mentioned were used

in the solvation free energy calculations with the exception that all thermostating

was performed using Langevin dynamics.

4.3 Results

4.3.1 Diffusion of Phenolate is Unaffected by Water

The results for the self-diffusion coefficients of both the dry and 1:1 water/IL wet

systems are summarized in Table 4.1. Plots of all calculated MSDs can be found in

the appendix in Figure B.1.

TABLE 4.1

CALCULATED SELF-DIFFUSION COEFFICIENTS OF THE WET

AND DRY ILS

Anion D+ Dry D+ Wet D− Dry D− Wet

[2CNpyr]− 3.3 ± 0.3 4.4 ± 0.1 4.7± 0.5 7.0 ± 0.6

[3Triaz]− 1.3 ± 0.1 2.2 ± 0.1 1.3 ± 0.2 3.7 ± 0.1

[PhO]− 2.6 ± 0.3 2.3 ± 0.4 3.0 ± 0.2 3.4 ± 1.1

D+ and D− are the cation and anion self-diffusion coefficients, re-
spectively. Values given are in units of 10−11 m2 s−1. Uncertainty
in the last significant figure was calculated as the standard devia-
tion of calculated diffusivities from three independent simulations.
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In [2CNpyr]− and [3Triaz]− systems, both cation and anion self-diffusion increased

when water was present, with the anion dynamics showing a larger increase. These

results agree with the common finding that IL viscosity will tend to decrease when

water is added[7, 151, 190, 191], since viscosity generally scales inversely with self-

diffusivity according to the Stokes-Einstein model . The diffusion behavior of [PhO]−

systems, however, showed a different behavior when water was added where the

anion self-diffusion coefficient increased only slightly whereas the cation self-diffusion

coefficient showed no statistical difference between the wet and dry systems.

4.3.2 Liquid Structure Shows Water Resides Near Anions

Most of the literature indicates that ion dynamics increase when water is added

to ILs as a results of reduced counterion interactions [154, 156–158]. The liquid

structures of each IL were examined through calculation of RDFs and SDFs to see

if structural changes from the addition of water could explain the observed changes

in diffusivities. SDFs highlighting the interactions of anions with cations, water, and

other anions are shown in Figure 4.3. The SDFs show that water interacts quite

strongly with the anions in each system. Water resides closer to the anions than the

cation phosphorus head groups do. Both water and the polar cation head groups

associate primarily with negatively charged anion atoms. The general structure of

the cations and anions solvating a central anion does not change appreciably when

the water is added to the ILs. There is a unique behavior observed in the [PhO]−

system, however, that is not observed for the other anions. In wet [PhO]− systems,

water causes the anions to approach each other.
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Figure 4.3. SDFs of cations (red), anions (green), and water (blue) about a
central anion for both dry and wet systems. The phosphorus from the

cation (P), the oxygen on water (OW ), the unique ring nitrogen on
[3Triaz]− (N2), the ring nitrogen on [2CNpyr]− (N1), and the oxygen on

phenolate (O) were chosen to represent each species. Isodensity values for
each species were chosen to show high probability regions of each species

within the first solvation shell.

Changes in the liquid structure shown in the SDFs can be explained through

examination of RDFs. RDFs for the wet and dry systems are shown in Figure B.2 of

the appendix. For all of the ILs studied, both cation-cation and cation-anion RDFs

show decreased coordination when water is added. The peaks broaden and the peak

maxima shift to longer distances in agreement with the SDFs. The reduced counterion

interactions when water is added helps explain the increased ion diffusivities. Figure

4.4 shows a change in the liquid structure unique to the [PhO]− IL. The first maximum

in the anion-anion RDF shifted from 0.77 nm to 0.43 nm when water was added while

the peak height increased from 1.4 to 1.9.
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(a) [PhO]−

(b) [2CNpyr]−

Figure 4.4. Comparison of anion-anion RDFs of the wet and dry [PhO]−

and [2CNpyr]− systems.
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Wet system RDFs highlighting the different interactions between anions, cations,

and water are shown in Figure 4.5. In all of the wet systems, the anions show higher

coordination with water than with the cations. The intensity of the first peak in

anion-water RDFs decreases as [PhO]− >> [3Triaz]− > [2CNpyr]− with the peak

being over three times as high in the [PhO]− system as in the other systems. The

first maximum in the cation-anion RDF is at approximately the same distance as

the first maximum in the cation-water RDF for all systems, which implies competing

interactions between these species.
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(a) [2CNpyr]−

(b) [3Triaz]−

(c) [PhO]−

Figure 4.5. Wet system RDFs. Highly charged atoms were selected to
represent each species: the phosphorus atom on the cation (P), the ring
nitrogen on [2CNpyr]− (N1), the unique nitrogen on [3Triaz]− (N2), the

oxygen on [PhO]− (O), and the oxygen on water (OW ).
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Figure 4.6 shows RDFs between the water oxygens (OW ) in the wet systems. All

systems have a first maximum at 0.27 nm with peak intensities of 33.2, 22.3, and

17.8 for [2CNpyr]−, [3Triaz]−, and [PhO]−, respectively. Based on the intensities of

the first maxima in the water-water RDFs, water is dispersed the most in [PhO]−

ILs and clustered the most in the [2CNpyr]− ILs. The wet [2CNpyr]− system has

a significant second solvation shell, whereas the other systems don’t show ordering

beyond the first solvation shell.

Figure 4.6. RDFs between water oxygens in each wet IL.

4.3.3 Hydrogen Bonding Depends on the Anion

Results for the total hydrogen bonding occupancy [79, 111] considering all possible

hydrogen bond donor and hydrogen bond acceptor atoms for the dry and wet systems

are shown in Table 4.2.
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TABLE 4.2

HYDROGEN BONDING OCCUPANCY CALCULATED AS THE

SIMULATION AVERAGE PERCENTAGE OF ACCEPTOR ATOMS

SATISFYING THE HYDROGEN BONDING CRITERIA

Condition [2CNpyr]− [3Triaz]− [PhO]−

Dry 0.001 ± 0.001 0.001 ± 0.001 0.012 ± 0.001

Wet 0.453 ± 0.004 0.408 ± 0.001 0.816 ± 0.001

All species covalently bonded to hydrogen were considered hydrogen
donors. All nitrogen and oxygen atoms were considered hydrogen
acceptors.

There is negligible hydrogen bonding in the dry systems for all of the ILs due to

their aprotic nature. The hydrogen bonding occupancy of the wet systems decreases

as [PhO]− > [2CNpyr]− > [3Triaz]−. This trend follows the absolute value of the

charge on the most negative hydrogen bond acceptor atom on each anion. It may

therefore be possible to obtain rough estimates of the hydrogen bonding occupancy

from relatively cheap charge fitting calculations. However, the hydrogen bonding

occupancy still does not allow for direct comparison of ILs that have different numbers

of acceptor atoms.

To make better comparisons between ILs, hydrogen bonding between water molecules

was calculated to shed light on the dispersion of water in each system. Hydrogen

bonding between water molecules indicates that they are forming either clusters or

hydrogen bonding networks. Previous studies have shown water will primarily hydro-

gen bond with anions rather than cations [193, 209, 210]. The calculated RDFs and

SDFs indicate that water resides close to the anions near hydrogen bonding acceptor

atoms. Hydrogen bonding occupancy between anions and water was therefore calcu-

lated normalizing by the number of water molecules to allow a direct comparison of
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anions. Hydrogen bonding between water and anions indicates the formation of hy-

drogen bonding networks. Likewise, hydrogen bonding between water molecules but

not between water and the anions indicates that water is aggregating into clusters. A

final examination of hydrogen bonding in the wet systems only considered hydrogen

bonds where water was considered to be a hydrogen bond donor while anions were

considered to be hydrogen bond acceptors. A summary of hydrogen bonding exclud-

ing cations is shown in Table 4.3. Correlated distribution functions that compare

the hydrogen bond distance to the hydrogen bond angle are presented in Figures

B.3- B.10 Hydrogen bonding between water molecules decreases as [2CNpyr]− >

[3Triaz]− > [PhO]−, indicating that [2CNpyr]− systems have the most water clus-

tering and [PhO]− systems have the least. The ability of each anion to form stable

hydrogen bonds with water differs. The [2CNpyr]− system has the least hydrogen

bonding between anions and water, while the amount of hydrogen bonding between

the anions and water in the [3Triaz]− and [PhO]− systems is quite similar.

An interesting result appears in the hydrogen bonding where water acts as a donor

while the anion acts as an acceptor. In this case, there is more hydrogen bonding

in the [PhO]− system than in the [3Triaz]− system. This result is unusual because

[3Triaz]− has three hydrogen bonding acceptors, whereas [PhO]− has only one. On

average, the hydrogen acceptors on [3Triaz]− have 0.34 occupancy whereas the hydro-

gen acceptor on phenolate has an occupancy greater than one indicating that multiple

waters hydrogen bond with each [PhO]−. An example geometry demonstrating mul-

tiple hydrogen bonds between [PhO]− and water is shown in Figure 4.7. The amount

of hydrogen bonding only considering acceptors from anions and donors from water is

significantly less than the amount of hydrogen bonding when both species are consid-

ered donors and acceptors. There is an interaction between water and the anion ring

hydrogens that is most prevalent with [2CNpyr]− and least prevalent with [PhO]−.
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TABLE 4.3

HYDROGEN BONDING OCCUPANCY CALCULATED AS THE

SIMULATION AVERAGE NUMBER OF SELECTED HYDROGEN

DONOR-HYDROGEN ACCEPTOR PAIRS SATISFYING THE

HYDROGEN BONDING CRITERIA NORMALIZED BY THE NUMBER

OF WATER MOLECULES

Type [2CNpyr]− [3Triaz]− [PhO]−

Water-Water 0.79 ± 0.03 0.61 ± 0.01 0.43 ± 0.01

Anion-Water 1.36 ± 0.01 1.63 ± 0.01 1.63 ± 0.02

Anion Accepting 0.57 ± 0.01 1.02 ± 0.01 1.20 ± 0.03

The anion accepting row represents hydrogen bonds where water
acts as hydrogen donor while the anion acts as a hydrogen acceptor.

Figure 4.7. Example geometry demonstrating wet [P2228][phenolate]
hydrogen bonding. Covalent bonds are shown as solid lines while hydrogen

bonds are shown as dashed lines.

4.3.4 Water Solubility Determined by Water-IL Electrostatic Interactions

The relative solubility of water in each IL was estimated by calculating the Henry’s

law constant for water in each IL using eq. 4.2. The results for ∆G∞ and the

calculated Henry’s law constants are shown in Table 4.4. The affinity of an IL for
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water depends on the anion, with ∆G∞ varying by more than 10 kJ mol−1 between

the three different ILs. Based on the solvation free energy, the [PhO]− system shows

the highest affinity for water while the [2CNpyr]− system shows the lowest. The LJ

portion of the solvation free energy is approximately the same for all systems because

they all have comparable liquid densities, and therefore, the cavity formation energy

of a neutrally charged molecule is similar in each IL. The Coulombic contribution to

∆G∞ is greatest for [PhO]−, suggesting that electrostatic interactions are critical for

determining water solubility.

TABLE 4.4

INFINITE DILUTION FREE ENERGY OF SOLVATION AND THE

RESULTING HENRY’S LAW CONSTANTS AT 333 K AND 1 BAR

Anion ∆G Coulomb ∆G LJ ∆G∞ KH (bar)

[2CNpyr]− -21.1 ± 0.3 7.4 ± 0.1 -13.7 ± 0.3 0.54 ± 0.09

[3Triaz]− -25.6 ± 0.2 7.5 ± 0.1 -18.1 ± 0.2 0.12 ± 0.02

[PhO]− -33.0 ± 0.6 7.2 ± 0.1 -25.8 ± 0.6 0.01 ± 0.01

Solvation free energies are given in units of kJ mol−1. Uncertainties in the sol-
vation free energies are based on block averaging of five equal length intervals
using g bar in GROMACS 4.5.5.
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4.4 Discussion

The presence of water significantly affects both the IL structure and dynamics.

When water is added to [2CNpyr]− and [3Triaz]− ILs, both cation and anion diffu-

sivities increase because water breaks up counterion interactions as demonstrated in

the RDFs. SDFs support these findings, showing that water tends to be located near

the highly charged anion atoms which the polar cation head group is attracted to. In

the dry ILs, attraction between counterions is very strong resulting in the formation

of ion cages that can persist for long times [215]. The co-diffusion of ions within

these cages results in slow dry system dynamics. When water reduces counterion

attraction through Coulombic screening, the ions are capable of diffusing more freely

and the dynamics increase in line with previous findings [154, 156–158].

However, the effects of water on system dynamics are anion dependent. Self-

diffusion coefficients for [2CNpyr]− and [3Triaz]− approximately doubled when water

was added to these systems, whereas [PhO]− self-diffusion increased by only 13%

when water was added. This phenomenon is best explained through examination of

the RDFs in combination with the hydrogen bonding results. In the [2CNpyr]− and

[3Triaz]− systems, the first maxima in the anion-anion RDFs shift to longer distances

when water is added, which suggests that water weakens the ionic network, leading to

enhanced anion dynamics. The [PhO]− system exhibits a unique behavior, however,

where the addition of water causes the anions to approach each other via hydrogen

bonds, forming persistent associated clusters. Although water breaks up counterion

interactions in the [PhO]− systems similarly to the other systems, the [PhO]− anions

demonstrate highly correlated motion when water is present. The bulky cations

have difficulty diffusing through associated anions as they become entangled with

the anion clusters and compete with water for attraction to anions. Water added to

the phenolate systems, therefore, has less of an effect on the the system dynamics.

The calculated Henry’s law constants show that all of the ILs studied have high
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water affinity. The solvation free energy for water in each IL is highly negative, indi-

cating that water present in vapors contacting the IL will spontaneously be absorbed

into the ILs. The differences in solvation free energies can be attributed to anion-

water Coulombic interactions. The trend in magnitude of the Coulombic portion of

the solvation free energy follows the same trend as the amount of hydrogen bonds

formed where water acts as a hydrogen bond donor while the anions act as hydrogen

bond acceptors. The ability of an anion to stabilize water through hydrogen bonding

determines the water solubility. The high water affinity of AHA ILs can be a serious

issue in CO2 separations because water not only affects the physical properties of the

ILs, but it could also affect the reaction chemistry [7, 121, 151, 152].

4.5 Conclusions

The effects of water on the liquid structure and dynamics of AHA ILs were in-

vestigated for three CO2-reactive ILs having a common phosphonium cation but

different heterocyclic anions. The addition of water reduced both cation-cation and

cation-anion coordination in all of the ILs. When water was added to [PhO]− ILs,

anions associated through hydrogen bonds. This behavior was not observed in the

wet [2CNpyr]− and [3Triaz]− systems. Water added to the ILs reduced counter ion in-

teractions resulting in higher anion diffusivities in agreement with literature on other

classes of ILs. Cation self-diffusion decreased in the wet [PhO]− systems because

cation motion was hindered by water-[PhO]− hydrogen bonding networks.

The solubility of water in the ILs, as determined by Henry’s law constants, fol-

lowed the trend [PhO]− > [3Triaz]− > [2CNpyr]−, following the same trend of hydro-

gen bonding between anions and water. The relative solubilities of water in each IL

depends on the ability of the anion to stabilize the water through hydrogen bonding.

Decomposition of the water solvation free energy into Coulombic and LJ contribu-

tions showed that the difference in solvation free energies depends almost entirely on
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Coulombic interactions. Therefore, through choice of anions, the hydrogen bonding

and thus the water solubility can be tuned to reduce the AHA IL viscosity and op-

timize performance in CO2 separations. It would be interesting in future studies to

examine if the choice of cation can also affect interactions with water. For instance,

one could imagine that functionalization of cation alkyl chains with polar functional

groups might increase cation-water interactions leading to higher dispersion of water

and an even greater increase in the system dynamics.
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CHAPTER 5

LIQUID STRUCTURE OF CO2-REACTIVE APROTIC HETEROCYCLIC

ANION IONIC LIQUIDS FROM X-RAY SCATTERING AND MOLECULAR

DYNAMICS

5.1 Introduction

In the review presented in Chapter 1, an important point arrises that properties

of liquids can be understood in terms of their liquid structure. Molecular dynamics

(MD) simulation have been used extensively to examine the molecular level struc-

ture of liquids, from which bulk properties can be understood. The liquid structure

provides information on the dominant and persistent interactions between different

species, and how these interactions give rise to observable properties. Although

much is known about the physical and chemical properties of aprotic heterocyclic

anion ionic liquids (AHA ILs) [6, 7, 16], little is known about their liquid structure.

Therefore, the purpose of the present chapter is to examine the liquid structure of

AHA ILs and how it changes due to cation and anion substitution as well as reaction

with CO2.

Several research groups have examined the liquid structure for other classes of

ILs using X-ray or neutron scattering experiments combined with MD simulations

[113–120, 216–218]. A number of groups have used high-energy X-ray scattering

experiments to study the liquid structure for a variety of ILs with different types of

anions and cations [118, 119, 219–223]. The electrostatic interactions that dominate

the liquid ordering typically result in three primary long range structure function
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features: a prepeak also known as a first sharp diffraction peak between 0.25-0.5 Å−1

due to the alternation of polar/nonpolar domains, a charge separation feature near

1 Å−1, and a peak near 1.5 Å−1 due to adjacency interactions within the IL. The

prepeak is usually attributed to heterogeneous domain formation within the IL, which

generally requires ions of sufficient size with long nonpolar tails although this is not

always the case [118, 120, 219–222, 224–231]. Several computational researchers have

demonstrated that MD simulations can recover the experimental structure functions

and shed light on the specific molecular correlations responsible for these features

[114, 217, 231–236]. Partitioning of the total structure function into partial structure

functions representing the correlations between the different ions revealed a charge

alternation feature, which was absent in the total structure function of certain ILs due

to the cancellation of peaks and antipeaks. Kashyap found that when the long alkyl

cation tails are functionalized with polar ether groups, the liquid structure function

changes dramatically and the prepeak disappears [233]. Additionally, simulations

showed the percolation of polar and nonpolar networks that are primarily responsible

for the ordering within ILs [113, 114, 217, 223, 229, 233, 236].

The objective of the present work is to obtain a detailed understanding of the

liquid structure of AHA ILs in both the unreacted and CO2-reacted states using a

combination of X-ray scattering experiments and MD simulations. The ILs studied

are a combination of two phosphonium cations, triethyloctylphosphonium ([P2228]+)

and trihexyltetradecylphosphonium ([P66614]+), paired with two different AHA an-

ions, 2-cyanopyrrolide ([2CNpyr]−) and 1,2,4-triazolide ([4Triaz]−). These ILs have

shown great promise as CO2 capture solvents [7]. The effects of the CO2 reaction on

the liquid structure are investigated by comparison of neat and CO2 complexed IL

structure functions. Additionally, we examine the changes in the IL structure from

both cation and anion substitutions. Finally we comment on the ability of the struc-

ture function to describe the liquid structure and the additional insights provided by
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MD simulation.

5.2 Experimental Methods

5.2.1 X-ray Scattering Experiments

Experimental structure functions were measured by Seungmin Oh of the Bren-

necke research group from The University of Notre Dame with help from Edward

W. Castner Jr. X-ray scattering data was obtained in a momentum transfer (q)

range of 0.2 to 20 Å−1 using X-rays generated at the Advanced Photon Source (APS)

beam-line 11-ID-B at Argonne National Laboratory. All samples contained less than

500 ppm of water for both pure and CO2 saturated ILs. All IL structure func-

tions were measured at room temperature where the ILs remained liquid (note that

[P2228][4Triaz] was a super-cooled liquid). Samples were exposed to a collimated X-

ray beam (58.65 kV, λ = 0.2114 Å) with a monochromator of Si(311), a beam size

of 0.5 mm x 0.5 mm and a 120 s total exposure time. The given X-ray scattering

data were post-processed for integration and domain conversion from scattering an-

gle, 2Θ, to scattering vector, q, using the Fit2D software package from Hammersley

et al [237, 238]. The total structure function was calculated using eq. 5.1

S(q) =
Icoh(q)−

∑
i xif

2
i (q)

[
∑

i xif
2
i (q)]

2 (5.1)

in which Icoh(q) indicates the total intensity, xi is fraction of atom type i, and fi(q)

is the atomic form factor of atom type i found in the International Tables of Crys-

tallography [239]. The structure function calculation and various corrections were

processed using PDFgetX2 software from Qui et al. [240]. The atomic fraction of

each CO2 saturated IL was determined using previously reported and new experi-

mental CO2 solubility data: 0.92, 0.9, 0.8, and 0.8 moles of CO2 per mole IL for

[P2228][2CNpyr] [16], [P66614][2CNpyr] [7], [P2228][4Triaz], and [P66614][4Triaz] [7], re-
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spectively.

5.3 Computational Methods

The structures of the ions studied in this work are shown in Figure 5.1. [4Triaz]−

has two different nitrogen sites where the CO2 can react. It is currently unknown

where the [4Triaz]− reaction site is in the liquid phase. Therefore, both reaction sites

were considered in this work with the hope that comparison of the simulated and

experimental structure functions would identify the stable reaction site.

Figure 5.1. Structures of ions studied in this work. The phosphonium
cations have different alkyl chain lengths where m and n are equal to 1 and

7 or 5 and 13 for [P2228]+ and [P66614]+, respectively.

The liquid structure function was calculated via MD simulations using eq. 5.2

S(q) =
ρ◦
∑N

i=1

∑N
j=1 xifi(q)xjfj(q)

∫ r∞
0

4πr2(gij(r)− 1) sin(qr)
qr

W (r)dr[∑N
i=1 xifi(q)

]2 (5.2)
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where S(q) is the total structure function, ρ◦ is the atomic number density, i and j

are indices for unique atom types, N is the total number of atom types, fi(q) is the

atomic form factor for atom type i, gij(r) is the pair distribution function between

atoms of types i and j, r is the distance between atoms i and j, and q is the scatter-

ing vector. W (r) is a Lorch window function given by W (r) = sin(2πr/L)/(2πr/L)

[236]. Computer simulations can provide additional understanding of experimental

structure functions because the summation limits in eq. 5.2 can be selected to ex-

tract partial structure functions correlating specific groups of atoms. For example,

both summations can run over the indices of cation atoms thereby obtaining the

cation-cation contribution to the total structure function. By partitioning the total

structure function in this way, one can gain valuable insights into the interactions

which determine the liquid structure. Previous works by Santos and Kashyap showed

that this partitioning reveals important features of the liquid structure which can re-

main absent in the experimental structure function due to the cancellation of peaks

by antipeaks [119, 232–234].

To calculate the liquid structure functions, a series of MD simulations were run

using GROMACS version 4.5.5 [194–196]. Initial structures were generated by placing

1000-2000 ion pairs in a simulation box using Packmol [198]. In modeling the CO2-

reacted ILs, it was assumed that all of the anions were bound to CO2. No physically

absorbed CO2 was considered as the amount of physically absorbed CO2 is estimated

to be less than 3 mole % [16]. Next, a steepest descent energy minimization was

performed. Following the energy minimization, the systems were annealed to 700 K

for 500 ps, and subsequently equilibrated in the NPT ensemble. The equilibration

procedure differed depending on the system due to the large size and slow dynamics

of the [P66614]+ cation. Production runs for systems with [2CNpyr]− were run at 300

K while production runs for systems with [4Triaz]− were run at 313 K due to the

higher melting point of ILs with this anion. Note that the temperature difference
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of 18 K between the simulations and experiments will have a negligible impact on

the liquid structure functions due to the low thermal expansivities of ILs [119, 235].

For the [P2228]+ systems, an initial NPT equilibration to the production temperature

and 1 atm was performed for 8 ns using a Berendsen thermostat and barostat. Next,

the systems were equilibrated for an additional 2 ns using a Nosé-Hoover thermostat

[200, 201] and a Parinello-Rahman barostat [202]. Following the equilibration, an

NVT production run of 2-4 ns was performed, saving configurations every 0.1-0.3 ps.

For the [P66614]+ systems, additional initial equilibration was performed to allow the

system to relax properly following the annealing. For these systems, the temperature

was decreased by 100 K over 1 ns intervals until reaching the production temperature.

At this point the same equilibration and production run procedures of the [P2228]+

systems were followed. For all simulations, a time step of 1 fs was used. All covalent

bonds to hydrogen were constrained using the LINCS algorithm to allow a larger

time step [203]. The equations of motion were integrated using the Verlet Leap-Frog

algorithm [241, 242]. Long range electrostatics were handled using particle-mesh

Ewald summation [197]. Long range corrections were applied to both energy and

pressure. Lorentz-Berthelot mixing rules were applied to Lennard-Jones interactions

[243]. All force field parameters are provided in Appendix A.

Preliminary simulations were performed on the [P2228][2CNpyr] system to evaluate

the effects of the cutoff radius as well as the system size on the calculated structure

function. First, simulations of 1000 ion pairs were run where the cutoff radius was set

to either 12 or 14 Å. The resulting structure functions were found to be unaffected

by an increase in the cutoff radius. Therefore, the cutoff was set to 12 Å for all

remaining systems to speed up the simulations. The system size was then tested by

performing simulations of 1000 and 2000 ion pairs. Again these simulations produced

nearly identical structure functions so all further simulations used between 1000 and

2000 ion pairs.
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5.4 Results

5.4.1 Experimental Structure Functions

The experimental structure functions are shown in Figure 5.2 for ILs containing

[P2228]+ with unreacted and CO2-reacted [2CNpyr]− and [4Triaz]−. For the unreacted

[4Triaz]−, there is a small prepeak at 0.42 Å−1 and two additional overlapping peaks

near 1 Å−1 and 1.5 Å−1. The unreacted [2CNpyr]− has the same overlapping peaks

near 1 Å−1 and 1.5 Å−1, but it does not have a clearly defined prepeak. For the

CO2-reacted ILs, the overlapping peaks at 1.5 Å−1 become more pronounced for

[2CNpyr]−, but for [4Triaz]− there is only one peak. The prepeaks are still present

for the CO2-reacted ILs, with the one for [2CNpyr]− becoming more pronounced upon

reaction. Previous studies on other ILs have observed these three peaks, assigning

them as a prepeak, a charge alternation peak, and an adjacency peak, respectively

[119, 232–234]. In the intra-molecular region (q > 2 Å−1 ), the structure functions

of all liquids are similar because the cations are the same and the anions have very

similar structures.
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Figure 5.2. Room temperature (295 K) experimental structure functions
for all ILs with [P2228]+. The structure functions are offset by 0, 3, 6, and 9
for [2CNpyr]−, [2CNpyr:CO2]−, [4Triaz]−, and [4Triaz:CO2]−, respectively.
The primary abscissa (bottom) is in reciprocal space while the secondary

abscissa (top) shows the corresponding real space distance.

Figure 5.3 compares the experimental structure functions for unreacted and CO2-

reacted [2CNpyr]− with the [P66614]+ and [P2228]+ cations. In the inter-molecular

region (q < 2 Å−1), there are pronounced intensity increases in the prepeak and

adjacency peak when either anion is paired with the larger cation, combined with

a less pronounced increase in peak intensities in the intra-molecular region (q > 2

Å−1). The prepeak is clearly developed at approximately 0.4 Å−1 in the [P66614]+

systems, and the adjacency peak is a single distinctive peak rather than two partially

overlapping peaks, as seen in the [P2228]+ systems. These features of the [P66614]+

systems have been observed in the structure functions of other ILs that have the same

cation [113, 119]. Also, for both anions, the prepeak location shifts to slightly larger

q values when comparing [P66614]+ to [P2228]+ ILs. However, saturating the ILs with
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CO2 has almost no effect on the structure functions of the [P66614]+ ILs.

Figure 5.3. Room temperature (295 K) experimental structure functions
for all ILs with [2CNpyr]−. The structure functions are offset by 0, 3, 6,

and 9 for [P2228][2CNpyr], [P2228][2CNpyr:CO2], [P66614][2CNpyr], and
[P66614][2CNpyr:CO2], respectively. The primary abscissa (bottom) is in

reciprocal space while the secondary abscissa (top) shows the
corresponding real space distance.

The position of the prepeak in S(q) for the two AHA-ILs with the [P66614]+ cation

is found at q=0.40 Å−1 and q=0.38 Å−1 for the [2CNpyr]− and [4Triaz]− anions, re-

spectively. Compared to prepeak positions for two other ILs that also have the

[P66614]+ cation, this indicates a domain size for the AHA ILs that is between the

ones based on Cl− or [Tf2N]− anions. Gontrani et al. reported a prepeak at q=0.37

Å−1 for [P66614][Cl] [113], while Kashyap et al. reported a value of q=0.42 Å−1 for

[P66614][Tf2N] [119]. A Cl− anion for a tetrahedral phosphonium cation should lead

88



to a polar domain with a coordination number of about four anions surrounding

each cation, with the size and packing leading to the observed intermediate range

order then being determined by nanoscale aggregation of the hydrocarbon tails. The

charged head-group interactions for a bulky, flexible anion such as [Tf2N]− are nec-

essarily more diffuse. The details of the packing arrangements about the cation for

the two AHA anions, [4Triaz]− and [2CNpyr], must lead to longer-range interactions

in [P66614]+ ILs.

A different effect is noted for the position of the prepeak in S(q) for the two AHA

ILs with [P2228]+. The prepeak in S(q) for [P2228][4Triaz] is observed at q=0.42 Å−1

while there is no well defined prepeak observed for [P2228][2CNpyr]. Previous studies

of the liquid structure of [P2228][Tf2N] showed a prepeak at q=0.4 Å−1 indicating that

the packing of this tetraalkyl-phosphonium cation with the [4Triaz]− anion leads to

intermediate range order with a less extended range with an effective domain size of

about 15 Å, as compared to the domain size of about 16 Å for [P2228][Tf2N] [217].

5.4.2 Comparison of Experimental and Simulated Structure Functions

A comparison between experimental and simulated densities is shown in Table

5.1. The simulated densities are consistently lower than the experimental densities

by 2-5%, with the difference being larger for ILs with [P2228]+. This level of agreement

is sufficient for obtaining reliable liquid structures from MD simulations.

The simulated and experimental structure functions for the ILs with [2CNpyr]−

are shown in Figure 5.4. Simulated and experimental structure functions for ILs with

[4Triaz]− are shown in the SI. In all systems, the simulated structure functions have

smaller prepeaks than the corresponding experimental structure functions. Addition-

ally, the amplitude of the adjacency peak tends to be slightly larger in the simulations

than in the experiments. The simulations capture the experimental observation that
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TABLE 5.1

COMPARISON OF EXPERIMENTAL AND SIMULATION DENSITIES

System Temperature (K) Experiment Simulation % Difference

[P2228][2CNpyr] [16] 300 0.953 0.913(1) -4.2

[P2228][2CNpyr:CO2] 300 1.024 0.977(1) -4.6

[P2228][4Triaz] 313 0.957 0.915(1) -4.4

[P2228][4Triaz:CO2] 313 1.016 0.979(1) -3.6

[P66614][2CNpyr] [7] 300 0.900 0.874(1) -2.9

[P66614][2CNpyr:CO2] 300 0.929 0.909(1) -2.2

[P66614][4Triaz] [7] 313 0.892 0.867(1) -2.8

[P66614][4Triaz:CO2] 313 0.922 0.903(1) -2.1

Experimental values for all systems other than ILs with unreacted [4Triaz]− have been interpolated
based on a linear fit of temperature dependent densities. All densities are in units of g cm−3. Ex-
perimental uncertainties are 1 x 10−3 g cm−3. Simulation uncertainties in the last significant digit,
shown in parenthesis, are estimated using block averaging on the final 2 ns of NPT equilibration.
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the adjacency peak in the [P2228][2CNpyr] IL broadens upon reaction with CO2. Both

the experimental and simulated structure functions of the [P66614]+ ILs do not change

after reaction with CO2. Given the excellent agreement between the simulated and

experimental structure functions, the MD structure functions can be partitioned into

subcomponents to provide further insights into the liquid structure.

Figure 5.4. Comparison of experimental and simulated structure functions
for all [2CNpyr]− ILs. Experimental structure functions are shown in black.
Simulated structure functions are shown in red. The structure functions are

offset by 0, 3, 6, and 9 for [P2228][2CNpyr], [P2228][2CNpyr:CO2],
[P66614][2CNpyr], and [P66614][2CNpyr:CO2], respectively. The primary

abscissa (bottom) is in reciprocal space while the secondary abscissa (top)
shows the corresponding real space distance.

5.4.3 Structure Function Partitioning - Unreacted ILs

Previous work has shown that important IL structure function features can be

absent in the experimental structure function due to the cancellation of peaks with
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antipeaks. The decomposition of the [P2228][2CNpyr] total structure function into

the cation-cation (SC−C(q)), anion-anion (SA−A(q)), and cation-anion (SC−A(q) +

SA−C(q)) partial structure functions is shown in Figure 5.5. Both the SC−C(q)

and SA−A(q) curves show peaks at a q value of 0.8 Å−1, corresponding to a Bragg

domain size of 8 Å. Examination of radial distribution functions shown in Figure C.5

confirms that both the cation-cation and anion-anion RDFs have a first maximum at

this distance. However, the total structure function does not display a peak at this

distance due to a cancellation by the counterion cross correlation antipeak. None

of the partial structure functions appear to contribute significantly in the prepeak

region. The adjacency peak has contributions from each of the ionic partial structure

functions due to the adjacency interactions between each group.

Figure 5.5. Ionic partial structure functions for [P2228][2CNpyr]. The
primary abscissa (bottom) is in reciprocal space while the secondary

abscissa (top) shows the corresponding real space distance.
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It is known that ILs have both polar and nonpolar domains. Following the work

of Santos and Kashyap [119, 232–234], the partial structure functions were computed

by further partitioning the cation into a polar head group (CH) consisting of the

phosphorus and the short alkyl chains and a nonpolar tail group (CT) consisting

of the long alkyl chain. Figure 5.6 shows the resulting partial structure functions

involving the CT group. There is indeed a significant contribution to the prepeak

from CT-CT correlations. However, this contribution is once again masked from the

total structure function due to cancellation by the CT-CH and CT-A antipeaks. Both

the CT-CT and CT-A correlations make substantial contributions to the adjacency

peak at 1.5 Å−1 indicating close contact of these species.

Figure 5.6. Partial structure functions of [P2228][2CNpyr] involving the CT
group. The primary abscissa (bottom) is in reciprocal space while the
secondary abscissa (top) shows the corresponding real space distance.
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While the structure functions provide useful information about the liquid ordering,

they only give a one dimensional description of the three dimensional liquid. Further

insight into the arrangement of ions within the IL can be obtained by examining

spatial distribution functions (SDFs) from the MD simulations. Figure 5.7 shows

SDFs for the unreacted [P2228]+ ILs. Although the structure functions of these ILs

are nearly identical, there are stark differences in the SDFs about a central anion.

[4Triaz]− has its negative charge distributed more evenly around the aromatic ring

while [2CNpyr]− has most of its charge localized on the two nitrogen sites. The

different charge distributions cause distinct arrangements of the anions with respect

to the cations and other anions. In the [2CNpyr]− system, the anion tends to orient

with the nitrogens toward the phosphorus of the cation. The nitrogens attract cation

heads, which in turn structure the other anions. The [4Triaz]− anion shows less of

a preferred orientation towards the cation where the phosphorus will associate with

the entire ring instead of just one side. From the perspective of a central cation,

however, the SDFs of the two ILs are quite similar.
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Figure 5.7. Comparison of SDFs for [P2228][2CNpyr] and [P2228][4Triaz].
For the [P2228][2CNPyr] system, the cation P atom (red) is shown at

isodensities 5 and 2.4 nm−3 and the anion N1 atom (blue) is shown at
isodensities of 2.8 and 7 nm−3 for the [2CNpyr]− and [P2228]+ reference

molecules, respectively. For the [P2228][4Triaz] system, the cation P atom
(red) is shown at isodensities 5 and 2.5 nm−3 and the N1 atom (blue) is

shown at isodensities of 3 and 9 nm−3 for the [4Triaz]− and [P2228]+

reference molecules, respectively. All SDFs were computed using TRAVIS
[14] and rendered using VMD [15].

5.4.4 Structure Functions of CO2-Reacted ILs

While the reaction with CO2 does not change the main features of the total

structure function, there are a few noticeable differences between the unreacted and

CO2-reacted systems. The reaction with CO2 causes the adjacency peak in the

[P2228][2CNpyr] structure function to flatten and broaden in both the experimen-

tal and simulated structure functions. Figure 5.8 compares the simulation results
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of the unreacted and CO2-reacted total structure function as well as the ionic sub-

components. The peak broadening is a result of several changes in the ionic partial

structure functions. Primarily, there is a decrease in the cation-cation and cation-

anion correlation in the adjacency peak region. The anion-anion structure function,

however, shows no major differences between the unreacted and CO2-reacted systems.

Figure 5.8. Comparison of unreacted (solid lines) and CO2-reacted (dashed
lines) [P2228][2CNpyr] total structure functions and the ionic

subcomponents. The bounds were chosen to highlight the changes in the
adjacency peak upon reaction with CO2. The primary abscissa (bottom) is

in reciprocal space while the secondary abscissa (top) shows the
corresponding real space distance.

The reaction with CO2 has even less of an effect on the [P2228][4Triaz] system.

Unlike [2CNpyr]−, CO2 can react at one of two sites on [4Triaz]− (N1 and N3, noting

that N2 is equivalent to N1). Figure 5.9 shows a comparison of the experimental
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structure function with the simulated structure functions considering the different

possible reaction sites of [4Triaz]−. Three different reaction scenarios were considered

for this system: all of the CO2 reacted at the N1 site, all of the CO2 reacted at

the N3 site, and a 50/50 mix of the two reaction sites. While all of the simulated

structure functions differ slightly from the experimental structure function, they are

virtually indistinguishable from one another. This suggests that the long range order

is insensitive to the reaction site of [4Triaz]−, and the preferred binding site cannot

be determined from the structure functions.

Figure 5.9. Comparison of experimental and simulated [P2228][4Triaz:CO2]
structure functions. [4Triaz:CO2(N1)], [4Triaz:CO2(N2)], and

[4Triaz:CO2(N1, N3)] correspond to simulations with the CO2 reacted at
the N1 site, the N3 site, and a 50/50 mix of the two sites, respectively. The

primary abscissa (bottom) is in reciprocal space while the secondary
abscissa (top) shows the corresponding real space distance.

The reaction site on [4Triaz]− does effect the liquid structure, as shown in Figure
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5.10. When the CO2 reacts at the N1 site, the cation interacts primarily with one

side of the anion due to the asymmetric charge distribution. When the CO2 reacts

at the N3 site, however, there is a symmetric charge distribution on the anion and

therefore the cation forms close contacts with the entire anion. Similar to the case

of the unreacted anions, the SDFs about a central cation show the same four lobes

where the anions tend to locate. While the reaction site affects which atom on the

anion is closest to the phosphorus of the cation, it does not effect the positions of

anions solvating the cation head group. The fact that the cation SDFs show the same

behavior regardless of the anion and whether or not it is reacted with CO2 helps to

explain why the structure functions for a given cation display the same characteristic

features.
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Figure 5.10. Comparison of SDFs considering the different
[P2228][4Triaz:CO2] reaction sites. For both of the CO2-reacted systems, the

cation P atom (red) is shown at isodensities of 8 and 2.5 nm−3 and the
reaction site N atom (blue) is shown at isodensities of 2.5 and 6 nm−3 for

the [4Triaz:CO2]− and [P2228]+ reference molecules, respectively.

5.4.5 Structure Function - Cation Substitution

Both experimental and simulation results show that the structure function changes

more from cation substitution than from anion substitution. This is to be expected

since the maximum spatial extent of the cations is 11 heavy atoms for [P2228]+

and 21 for [P66614]+, while the anions have only 3 or 5 heavy atoms for [4Triaz]−

and [2CNpyr]−, respectively. For both anions studied, increasing the cation alkyl

chain lengths increases the amplitudes of the prepeak and adjacency peak. Fig-

ure 5.11 shows a partitioning of the [P66614][2CNpyr] total structure function into
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its ionic subcomponents. The ionic subcomponents have different behavior than in

the [P2228][2CNpyr] system. Of notable interest is the fact that the cation-cation

structure function now has two peaks instead of one and contributes more to the ad-

jacency peak. Additionally, the cation-anion structure function shows a much more

well defined peak in the adjacency region while the anion-anion structure function

makes only a slight contribution to the adjacency peak. The combination of both

the cation-cation and cation-anion structuring causes the increase in the adjacency

peak as compared to the corresponding [P2228]+ system. Both the cation-cation and

anion-anion structure functions show a peak at 0.8 Å−1 while the cation-anion struc-

ture function shows an antipeak at this location similar to what was observed for the

[P2228]+ cation. However, with the [P66614]+ cation there is a significant left shoulder

to the anion-anion peak which, out of all the ionic partial structure functions, makes

the largest contribution to the prepeak.
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Figure 5.11. Decomposition of the [P66614][2CNpyr] total structure function
into its ionic partial structure function components. The primary abscissa
(bottom) is in reciprocal space while the secondary abscissa (top) shows

the corresponding real space distance.

The reaction with CO2 in the [P66614]+ systems does not change the total structure

function. However, the ionic partial structure functions shown in Figure 5.12 have

appreciable differences between the unreacted and CO2-reacted systems. The anion-

anion peak shifts towards smaller q values, which makes sense due to the increased

anion size after the reaction. The cation-anion antipeak also shifts to the same q value.

The CO2-CO2 partial structure function is rather flat and featureless making a slight

contribution to intermolecular features over a wide range of q values. The CO2-anion

partial structure function has a peak in the charge alternation region as well as a broad

shoulder extending to small q values while the CO2-cation partial structure function

forms an antipeak in the charge alternation region and makes a slight contribution to

the adjacency peak. Once again, the experimental structure function provides much
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useful information regarding ordering of different liquid domains, but correlations of

specific species can be “drowned out” due to the panoptic nature of the scattering

experiment.

Figure 5.12. Comparison of unreacted (solid lines) and CO2-reacted
(dashed lines) [P66614][2CNpyr] ionic and subionic partial structure

functions. The primary abscissa (bottom) is in reciprocal space while the
secondary abscissa (top) shows the corresponding real space distance.

5.5 Discussion

The AHA ILs studied in this work have the same characteristic structure function

features as previously studied ILs: a prepeak, a “hidden” charge alternation peak,

and an adjacency peak. The prepeak forms between 0.3 and 0.4 Å−1, depending

on the cation, corresponding to a real space distances of 21 and 16 Å, respectively.

Charge alternation occurs near 0.8 Å−1 corresponding to a real space distance of 8
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Å, consistent with computed RDFs. There is also an adjacency peak which forms at

1.5 Å−1 corresponding to a length of 4 Å. Examination of the SDFs helps to explain

the origin of these features. The anions are attracted to the polar CH group and

they tend to occupy four lobes between the short cation alkyl chains. These anions

in turn attract other CH groups forming polar domains within the IL. Likewise,

the nonpolar CT group doesn’t interact much with either the anions or the CH

groups, and tends to aggregate with other CT groups. The formation of the polar

and non-polar domains gives rise to features in the structure function. The prepeak

results from the alternation of the two domains within the IL. The charge alternation

feature, which is absent in the total structure functions, results from the alternation

of charged species within the polar domain. The peak at 1.5 Å−1 results from a

multitude of adjacency interactions within the IL between nearest neighbors such

as anions immediately solvating the CH group, aggregated CT groups, and small

contributions from cations and anions forming the same solvation shell around an

ion.

Comparison of experimental and simulated structure functions of CO2-reactive

ILs reveals information about the IL landscape. The experimental structure func-

tions are insensitive to the anion because both anions are similar in size, having five

membered rings that undergo similar steric interactions within the IL. Both [4Triaz]−

and [2CNpyr]− paired with either [P2228]+ or [P66614]+ have structure functions with

the same characteristic shapes. However, the ordering lengths are different as deter-

mined by the cation.

The structure function doesn’t directly reveal the different three dimensional local

structure near the anions. [4Triaz]− has more observed orientations with respect

to the cation than does [2CNpyr]−. From the prospective of the cation, however,

the two anions behave quite similarly, tending to occupy four high probability lobes

between alkyl chains of the CH group. For this reason, both anions end up producing
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comparable structure functions.

The reaction with CO2 has little influence on the overall liquid structure function.

There is only a slight change in the structure of [P2228]+ ILs upon reaction with CO2

and there is no change in the structure of [P66614]+ ILs after reaction. The reaction

with CO2 does cause a slight shift in the anion-anion partial structure functions

due to the increased anion size. The added CO2 does change the product anion

charge distribution and thus the orientation towards the phosphorus of the cation,

but it does not change the product anion solvation of cation head groups enough

to change the liquid structure. This supports experimental evidence that the liquid

viscosity does not change much after reaction with CO2, because the liquid ordering

and thus the inter-ionic interactions giving rise to the viscosity don’t change when the

anion reacts with CO2. Furthermore, examination of structure functions for different

[4Triaz]− reaction sites shown in Figure 5.9 demonstrate that the total structure

function is completely insensitive to the reaction site.

The most significant change in the liquid structure results from cation substi-

tution. Comparison of the corresponding [P2228]+ and [P66614]+ ILs shows that the

increased alkyl chain length on both the CH and CT groups results in increased

intensities of both the prepeak and the adjacency interaction peak. Increasing the

cation size causes the cation-cation partial structure function to split from one to

two peaks. One of the cation-cation peaks remains at the original charge alternation

location while the other peak is the primary contributor to the adjacency interaction

peak. As the alkyl chain lengths increase, there are increased adjacency interactions

between cations as both the CT and CH chains start to aggregate with one another.

Additionally, the anion-anion partial structure functions in the [P66614]+ ILs form a

broad shoulder at small q values, which contributes significantly to the formation

of the prepeak. The cation is the major determinant of the IL structure because it

has both polar and nonpolar components causing the IL structure to have two dis-
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tinct domains. The anions tend to be confined to the same locations near the cation

phosphorus atom regardless of the cation size. This well defined structuring of coun-

terions becomes highly pronounced in [P66614]+ ILs because the nonpolar domains

are sufficiently large to form continuous percolating networks within the IL.

5.6 Conclusions

The liquid structure functions of AHA ILs are similar to previously studied ILs.

The large size of the cation causes the formation of both polar and nonpolar domains

within the IL. The correlated structure of these two domains increases with the cation

size and its ability to form continuous nonpolar domains. As such, the cation plays

the main role in ordering. The anions are only minor players in the liquid structure

as different anions tend to occupy the same preferred locations near the phosphorus

between the short alkyl chains of the cation. The organization of the polar domains,

therefore, is insensitive to the specific anion and whether or not it has reacted with

CO2. Furthermore, the different reaction sites considered on [4Triaz]− produce nearly

identical structure functions.

The total structure functions of reactive AHA ILs don’t change appreciably upon

reaction with CO2. The unreacted and CO2-reacted anions tend to have the same

spatial preference relative to the cation. Both the polar and nonpolar domains remain

approximately the same before and after reaction so that the total liquid structure

function is not dramatically affected by the reaction. This observation helps to ex-

plain why the viscosities of these ILs do not change appreciably upon reaction with

CO2.

While many of the experimental systems exhibit similar one dimensional structure

functions, the actual structure within the first solvation shell is sensitive to the anion

size and charge distribution. However, these effects fail to manifest distinguishable

correlated ordering in the outer solvation shells resulting in the same long range
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structuring features. The experimental structure function is a good reporter of the

ordering length scales but it fails to tell a complete description of the local three

dimensional IL liquid structure. MD lends itself to provide further insights in spatial

correlations of different species as well as probable orientations of adjacent ions.
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CHAPTER 6

CALCULATING CO2 SOLUBILITIES IN CO2-REACTIVE APROTIC

HETEROCYCLIC ANION IONIC LIQUIDS

Early work on applying ionic liquids (ILs) in CO2 separations focused on the

use of ILs which physically absorbed CO2 without reacting with it. However, the

CO2 solubilities of these ILs were to small for them to be used in post combustion

CO2 capture due to the low CO2 partial pressures. Recently, a class of aprotic

heterocyclic anion (AHA) ILs have been synthesized that react with CO2 according

to the following reaction scheme

[
C+ + A−

]
+ CO2 ↔

[
C+ + A : CO−2

]
(6.1)

where anions (A−) will bind CO2 in a 1:1 reaction stoichiometry, thereby signifi-

cantly enhancing the CO2 solubility and making ILs more attractive than conven-

tional amines as potential solvents for CO2 separations [6, 7, 124, 244, 245]. A simple

IL can be made from a multitude of combinations of anions and cations (˜106 combi-

nations) [246], which makes it difficult to screen candidate ILs in the laboratory. The

vast chemical space for designing ILs necessitates computational methods to estimate

CO2 solubilities in CO2-reactive ILs and guide the design of candidate ILs prior to

synthesis and experimental measurement.

When solutes do not react in the solvent environment, the physical solubility

is relatively easy to compute. Physical solubility can be estimated in an indirect

way using free energy methods in CMD simulations to calculate excess chemical
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potentials and Henry’s Law constants [12, 111]. Physical absorption isotherms can

be calculated directly using Gibbs ensemble Monte-Carlo simulations to determine

equilibrium compositions of liquid and vapor phases over a range of thermodynamic

states [135, 141, 247]. When solutes undergo chemical reactions in the solvent envi-

ronment, however, calculating solubilities becomes increasingly more difficult as the

reaction equilibria involves bond formation that can only be modeled using quantum

calculations.

The first attempts to estimate CO2 solubilities in CO2-reactive ILs were based

on the gas phase reaction of anions with CO2 [6, 7, 126]. The gas phase enthalpy of

reaction, neglecting cation interactions, was used to rank the relative CO2 solubilities

of various ILs with different anions. Although the calculated gas phase reaction

enthalpies gave rough estimates of IL reactivity at a relatively low computational cost,

they did not always give qualitative solubility trends when compared to experimental

data [7]. Furthermore, the enthalpy of reaction cannot be used to quantitatively

predict the reaction equilibria for IL-CO2 systems that is needed to determine the IL

performance limits in CO2 separations.

Quantitative prediction of CO2 solubilities in CO2-reactive ILs can be be achieved

by calculating the Gibbs free energy of reaction. Firaha et al. calculated the free

energy of reacting CO2 with ILs by determining solvated geometries of reacted and

unreacted anions using COSMO-RS [128]. They used the solvated ion geometries to

estimate the free energy of reaction, which gave significant improvement over the use

of gas phase geometries to calculate reaction free energies. The reaction free energies

from the solvated ion geometries were in qualitative agreement with experimental CO2

solubilities, and in many cases quantitative agreement with free energies obtained by

fitting isotherm models to experimental data. Implicit solvation models, however, are

not always capable of modeling solvents with micro-heterogeneous charged regions

that will polarize the solute molecule [248–250].
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The free energy of reaction can also be calculated using explicit solvation models.

An explicit solvation model could improve the quality of results as implicit solvent

models neglect specific interactions in the system when the local solvation environ-

ment is non-homogeneous [251]. It is difficult to calculate the free energy of reaction

quantum mechanically using an explicit solvation environment due to difficulties in

proper solvent conformational sampling and system size limitations. Free energy,

however, is a state function and therefore any thermodynamic cycle that takes the

reactants to the product state will give the correct free energy of reaction. By using

a thermodynamic cycle, it is therefore possible to explicitly account for the effects

of the local solvation environment on the free energy of reaction without directly

performing quantum calculations on the solvent.

In this work, we propose a computational approach to predict CO2 solubilities in

CO2-reactive IL systems. All of the model parameters for the free energy of reaction

were obtained using CMD and ab initio simulations, making it a general predictive

method. Solvation environment effects of large systems were calculated using CMD

simulations, which allowed the reaction to be modeled using a small enough gas

phase system for high level ab initio calculations. Several researchers have employed

thermodynamic cycles to account for solvation effects on reaction thermodynamics,

typically using either an implicit solvation model or quantum mechanical/molecular

mechanical methods [252–254]. In this work, the effects of the solvation environment

on reaction thermodynamics are directly modeled in a rigorous manner using CMD

free energy methods and direct simulation of both liquid and vapor phases. The

method was tested for an IL with a triethyl-octyl-phosphonium cation ([P2228]+)

paired with a 2-cyanopyrrolide anion ([2CNpyr]−), as this is one of the most widely

studied AHA anions[6, 7, 255]. Figure 6.1 shows the structure of the cation along

with the reacted and unreacted anion. CO2 absorption isotherms were calculated

at 300, 333, and 360 K to examine the CO2 solubility temperature and pressure
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dependence. The [P2228][2CNpyr] system was used to demonstrate the method while

highlighting the relative free energy contributions of the gas phase reaction, solvation

environment effects, and the extent of reaction.

6.1 Method

6.1.1 Thermodynamic Cycle

In this work, a method is presented for calculating the reaction equilibrium be-

tween CO2 and AHA ILs, which is shown as step 1 in Figure 6.2. During this reaction

in [P2228][2CNpyr], the CO2 will bond to the ring nitrogen of the [2CNpyr]− anion as

shown in Figure 6.1.

[P2228]+ [2CNpyr]- [2CNpyr:CO2]- 

Figure 6.1. Molecular structures of the cation, the anion, and the reacted
anion.

The reaction equilibria for the IL-CO2 system can be found by calculating the

free energy of reaction as a function of temperature, pressure, and composition. This

calculation is simplified by breaking the reaction into several smaller steps to form

the thermodynamic cycle shown in Figure 6.2.
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(2’) 

Vapor 
Liquid [P2228]+ [2CNpyr]- CO2 [2CNpyr:CO2]- 

(1) 

Figure 6.2. Thermodynamic free energy cycle for the reaction of CO2 in IL
(1). Free energies are determined based upon the following steps: (2)

vaporization of IL at constant T and P; (2’) a portion of the unreacted IL
remains liquid and is mixed with reacted IL in step 5 (3) reaction of IL

with CO2 in the gas phase; (4) condensation of the CO2-reacted IL vapor
at constant T and P; (5) mixing of the unreacted IL with the CO2-reacted
IL. The overall free energy of reaction depends on the extent of reaction.

Steps 2 through 4 have a linear dependence on the extent of reaction, while
the free energy of mixing in step 5 has a nonlinear dependence on the

extent of reaction.

Solvation environment effects in steps 2, 4, and 5 are calculated using CMD

simulations. The free energy of the gas phase reaction in step 3 is calculated using

ab initio methods. The free energy change for the entire cycle is given by

∆Grxn(ξ) = ξ
(
∆GIL

vap + ∆Gg
rxn −∆GIL:CO2

vap

)
+ ∆Gl

mix(ξ) (6.2)

where ∆Grxn is the free energy of the overall reaction (step 1), ∆GIL
vap is the free

energy of vaporization of the unreacted IL (step 2), ∆Gg
rxn is the free energy of the

gas phase reaction (step 3), ∆GIL:CO2
vap is the free energy to vaporize the CO2-reacted
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IL (step 4), and ∆Gl
mix is the free energy of mixing unreacted IL with CO2-reacted

IL (step 5) with all quantities in kJ mol−1. The free energy of reaction depends on

the extent of reaction, ξ, which is defined as the mole fraction of anions that have

reacted with CO2.

In the following subsections, the methods used to calculate the free energy con-

tribution of each piece of the thermodynamic cycle along with the assumptions used

in each calculation are discussed. The complete computational details of both the

CMD and ab initio calculations are provided in the Simulation Details section.

6.1.2 Vaporization and Condensation: Steps 2 and 4

The free energy changes in steps 2 and 4 are given by the free energy of va-

porization/condensation of the unreacted and CO2-reacted IL, respectively. In the

thermodynamic cycle, the difference in the free energy changes of steps 2 and 4 has

a linear dependence on the extent of reaction, and therefore, we calculated the com-

bined free energy change of steps 2 and 4

∆∆Gvap = ∆GIL
vap −∆GIL:CO2

vap . (6.3)

∆∆Hvap and ∆∆Svap are defined similarly.

We used two different methods to calculate ∆∆Gvap; each method will be in-

dicated by a superscript. In the first method, ∆∆GBAR
vap was calculated using the

Bennett Acceptance Ratio (BAR) method [134]. In a second method, ∆∆GST
vap was

calculated by estimating ∆∆Hvap from CMD simulations [256–259] and ∆∆Svap from

the Sackur-Tetrode (ST) equation for the translation entropy of an ideal gas [260].

The combined entropy change using the ST approximation is

∆∆Svap = R ln

(
mIL

mIL:CO2

)
(6.4)
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where mIL is the molar mass of the unreacted cation-anion pair and mIL:CO2 is the

molar mass of the CO2-reacted cation-anion pair.

6.1.3 Gas Phase Reaction: Step 3

The free energy of the gas phase reaction was calculated using two different ab

initio methods. The first and simplest method was to calculate the free energy of

reaction using the harmonic oscillator and rigid rotor approximations. This method

was applied to two different reaction scenarios: the anion-only reaction scheme

[2CNpyr]−(g) + CO2(g)→ [2CNpyr : CO2]−(g) (6.5)

and the ion-pair reaction scheme

[P2228][2CNpyr](g) + CO2(g)→ [P2228][2CNpyr : CO2](g). (6.6)

The partition functions of the products and reactants in eqs. 6.5 and 6.6 were

evaluated by calculating the vibrational frequencies of the optimized product and

reactant gas phase geometries. The partition function calculations assume that vi-

brational modes are accurately modeled using the harmonic oscillator approximation

and that rotational motion is accurately modeled within the rigid rotor approxima-

tion. Using these assumptions, the total partition function of a molecule can be

calculated with eq. 6.7

q = qtransqrotqvibqelec (6.7)

where the partition functions for the various degrees of freedom are defined as

qtrans(V, T ) =

(
2πm

h2β

) 3
2

V (6.8)
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qvib(T ) =
3n−6∏
j=1

e
−βhνj

2

1− e−βhνj
(6.9)

qrot(T ) =

√
π

σ

(
8π2IA
h2β

) 1
2
(

8π2IB
h2β

) 1
2
(

8π2IC
h2β

) 1
2

(6.10)

where m is the molecular mass, β is the Boltzmann factor, 1
kBT

, h is Planck’s constant,

n is the number of atoms in the molecule, ν is a vibrational frequency, σ is the

symmetry factor, and IA, IB, and IC are the principle moments of inertia of the

molecule. The electronic partition function is approximately one for all of the reaction

species because the spacing between electronic energy levels is much greater than

the thermal energy at the temperatures studied. The free energy of the gas phase

reaction can be calculated as ∆Grxn = ∆Hrxn−T∆Srxn. The enthalpy, H, is defined

as H = U + PV . The internal energy, U, and the entropy, S, can be calculated for

the product and reactant species using eqs. 6.11 and 6.12 respectively [261]

U = 〈E〉 = kBT
2

(
∂ ln q

∂T

)
N,V

(6.11)

S = kB ln(q) + kBT

(
∂ ln q

∂T

)
N,V

(6.12)

where all variables have their previous definitions. The anion only model is the

simplest method to calculate the free energy of the gas phase reaction, and therefore,

it serves as a benchmark for comparison with more complicated methods.

A second method which avoids the harmonic oscillator and rigid rotor approxi-

mations is to calculate the free energy of the gas phase reaction from the potential of

mean force (PMF) [262, 263]. To calculate the PMF, a series of ab initio molecular

dynamics (AIMD) simulations of an ion pair with a single CO2 were run where the

carbon-nitrogen bond length between CO2 and [2CNpyr]− was held fixed by applying

114



the necessary constraint force. The average constraint force was sampled at several

constraint lengths from the bonded state to the unbonded state. The PMF is related

to the average constraint force by

dW (r)

dr
= −〈F (r)〉 (6.13)

where W(r) is the PMF and 〈F (r)〉 is the average value of the constraint force at a

given constraint length, r. The free energy of the gas phase reaction is

∆G◦rxn = −RT ln

[
4π

∫ r∗

0

r2e−β[W (r)−W (rD)]dr

(
P ◦

kBT

)−∆ν
]

(6.14)

where r∗ is the distance where the CO2 is no longer bound to the anion and rD is

the longest distance in the PMF calculation at which W(rD) and its first derivative

are both zero. The complete derivation of eq. 6.14 is shown in Appendix E.

6.1.4 Liquid Mixing: Step 5

The thermodynamic properties of mixing unreacted IL with CO2-reacted IL were

investigated by simulating mixtures ranging from unreacted to fully CO2-reacted IL

in 0.1 mole fraction intervals. The thermodynamics of mixing unreacted IL and

CO2-reacted IL were calculated using an ideal solution model

∆GIdeal
mix = −T∆SIdealmix (6.15)

where the entropy of mixing for an ideal solution, ∆SIdealmix , is given by

∆SIdealmix = −R
∑
xi

xi ln (xi) (6.16)

where the summation is taken over the component mole fractions, xi. The molar
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entropy of mixing for a binary mixture of unreacted IL and CO2-reacted IL is

∆SIdealmix = −R [ξ ln (ξ) + (1− ξ) ln (1− ξ)] (6.17)

where the extent of reaction, ξ, is given by the mole fraction of reacted anions. The

validity of the ideal solution model is confirmed in the results section.

6.1.5 Full Cycle

The free energy of reaction combining all of the steps in the thermodynamic cycle

is

∆Grxn(ξ, P, T ) =ξ

[
∆G◦gas + ∆∆Gvap −RT ln

(
mIL

mIL:CO2

)]
+RT [ξ ln(ξ) + (1− ξ) ln(1− ξ)]

− ξRT ln

(
P

P ◦

)
.

(6.18)

The expression for the free energy of reaction can be used to calculate a reaction

isotherm by specifying T and P and determining the value of ξ that minimizes the

free energy of reaction. The value of the quantity
(
∆G◦gas + ∆∆Gvap

)
determines

the solubility of CO2 in a given IL with a more negative value indicating a higher

solubility.

6.2 Simulation Details

6.2.1 CMD Simulations

All of the CMD simulations were run with GROMACS 4.5.5 [194–196] using initial

structures generated by Packmol [198]. The vapor phase was simulated as a single ion

pair in a non-periodic 10 nm box. Coulomb and Lennard-Jones (LJ) interactions were
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calculated using a plain cut-off of 20 nm. LJ parameters εij and σij were calculated

using Lorentz-Berthelot combining rules [243]. The vapor systems were equilibrated

for 10 ns in the NVT ensemble using a Nosé-Hoover thermostat [200, 201] followed

by 25 ns production run while sampling energies every ps. Ten simulations with

different initial configurations were run in order to get good statistics. The standard

deviation of the total energy between the replicate runs was used as an uncertainty

estimate for the vapor phase enthalpy.

The enthalpy of mixing as well as the volume of mixing were calculated by simu-

lating 200 ion pair liquid mixtures with compositions ranging from unreacted to fully

CO2-reacted IL. Both LJ and Coulomb interactions used a switch potential with a

1.2 nm cutoff and a switch applied at 1.15 nm. Long range corrections to the LJ

potential were applied to energy and pressure. Following an initial steepest descent

energy minimization, the systems were annealed to 700 K in the NVT ensemble for

500 ps. Then an equilibration was performed for 8 ns in the NPT ensemble with

a Berendsen thermostat and barostat [199]. A final NPT equilibration using Nosé-

Hoover thermostat [200, 201] and a Parrinello-Rahman barostat [202] was performed

for 2 ns. After equilibration, a production run of 4 ns was run sampling energies every

ps using the same run parameters as the final equilibration. For all simulations, a 1

fs time step was used and all covalent bonds to hydrogen were constrained using the

LINCS algorithm to allow a larger time step to be used [203].

6.2.2 Solvation Free Energy Calculations

The free energy of solvation was calculated using the Bennett Acceptance Ratio

(BAR) method as implemented in GROMACS version 4.5.5 [134]. The simulations

work by creating a function of the potential that depends on a coupling parameter, λ,

which scales the interaction between the solute and surrounding solvent. The details

of the BAR method and similar free energy perturbation methods can be found in
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Bennett’s original paper and several other works [134, 213, 214]. The difference

in the solvation free energies of an unreacted cation-anion pair and a CO2-reacted

cation-anion pair is

∆∆Gvap = −∆∆Gsolv

= ∆GIL:CO2
solv −∆GIL

solv

= ∆GIL
vap −∆GIL:CO2

vap

(6.19)

where ∆GIL
solv is the free energy to solvate an unreacted cation-anion pair in unreacted

IL and ∆GIL:CO2
solv is the free energy to solvate a CO2-reacted cation-anion pair in fully

reacted IL.

Calculating the solvation free energy for an ion pair requires the calculation of

the solvation free energy for the anion and a separate calculation for the solvation

free energy of the cation. The solvation free energy for an ion can be broken up into

two parts:

∆Gsolv = ∆GvdW
solv + ∆GQ

solv

where ∆GvdW
solv is the van der Waals contribution to the solvation free energy and

∆GQ
solv is the electrostatic contribution to the solvation free energy. The solvation

free energy of a single ion was calculated using a two step approach. In the first step,

the electrostatic contribution to the solvation free energy was calculated. During

this step the charges on the solute molecule were the same as the equivalent solvent

molecule. Several simulations were run ranging from full electrostatic interactions

between solute and solvent molecules to a non-interacting state where solute charges

were effectively “turned off”.

In a second step, the van der Waals contribution to the solvation free energy
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was calculated. During this step, charges on the solute molecule were set to zero to

prevent particle overlap that might effect the simulation stability and convergence.

Similar to the electrostatics, several intermediate simulations were run between full

solute-solvent LJ interaction and the solute not interacting with the solvent via LJ

interaction.

6.2.3 PMF

The PMF simulations were performed using Car-Parrinello molecular dynamics

(CPMD) [264]. For each PMF simulation, a single cation with an anion-CO2 complex

was placed in a 15 Å cubic box with periodic boundary conditions. The Kohn-Sham

orbitals were expanded using a plane wave basis set with a cutoff of 30 Ry. An elec-

tronic mass of 400 a.u. and a time step of 0.12 fs were used. All hydrogens were

substituted with deuterium atoms in order to allow a larger time step to be used. An

empirical van der Waals correction was applied to ion pairs using Grimme’s damped

dispersion model. Temperature was controlled using a Nosé-Hoover thermostat. The

constraint force was sampled along the reaction coordinate from a distance between

the [2CNpyr]− ring nitrogen and the CO2 carbon from 1.1 to 2.8 Å in 0.1 Å incre-

ments, from 2.8 to 4.2 Å in 0.2 Å increments, and from 4.2-5.8 Å in 0.4 Å increments.

At each distance interval, a constraint was placed on the C-N distance and the system

was equilibrated for 5 ps followed by a 5 ps production run where the constraint force

was sampled every ten steps. Two simulations where run at each constraint distance

starting from different initial configurations in order to sample a diverse set of ion

configurations. The resulting constraint forces at each constraint length were then

averaged. The PMF profiles were calculated by trapezoid integration of the average

constraint forces over the constraint distances using eq. 6.13.
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6.2.4 Partition Function Calculations

Two different models were used to get the free energy of the gas phase reaction

using calculated partition functions. For the anion-only model, the geometry was

optimized followed by a frequency analysis using a PBEPBE/aug-cc-pvdz basis set.

Extensive benchmarking was performed on a family of AHA ILs indicating that this

method gives excellent agreement with higher levels of theory. In the ion-pair model,

the cation was included in the reaction.

To get initial configurations for the ion-pair model, a CPMD simulation was run

for 10 ps using the same run options from the PMF calculations with no constraints

applied. The production trajectory was broken into 10 equal length trajectories and

the lowest energy configuration from each was taken for further analysis. Using these

minimum energy configurations, an initial geometry optimization was performed us-

ing PBEPBE/6-31g+(d,p) basis set. Following the initial optimization each struc-

ture was re-optimized and a frequency analysis was performed using PBEPBE/6-

311g+(d,p) basis set. The ion-pair calculations gave free energies that were lower

than those from the anion-only model by several kJ mol−1. All isotherms predicted

using the gas phase free energy of reaction from the ion-pair model saturated at

very low CO2 pressure. The ion-pair calculations do not give accurate free energies

of reaction for two reasons: the ion pairs have several low frequency modes due to

the motions of the counterions, and it is difficult to sample the thermodynamically

relevant configurations due to the large configurational space of an ion pair relative

to that of a single ion. Therefore, results for the free energy of the gas phase reaction

obtained from the ion-pair model were excluded from further analysis and isotherm

prediction.
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6.3 Results

Results for the free energy contributions from the different steps in the thermo-

dynamic cycle are summarized in Table 6.1. The enthalpy of vaporization is larger

for the CO2-reacted IL than for the unreacted IL. This difference is due to increased

van der Waals interactions with the addition of the CO2 moiety to the anion. The

enthalpy of vaporization from 300 to 360 K ranged from 153 to 165 kJ mol−1 and

161 to 172 kJ mol−1 for unreacted and CO2-reacted IL, respectively. These values

are comparable to both experimental measurements and calculations on similar ILs

with the enthalpy of vaporization across a broad range of ILs varying from 100 to

200 kJ mol−1 [257, 265].

TABLE 6.1

FREE ENERGY CHANGES FOR THE THERMODYNAMIC CYCLE

Temperature (K) 300 333 360

∆∆Hvap -6.72 ± 0.82 -7.79 ± 0.48 -7.80 ± 0.34

-T∆∆Svap 0.32 0.36 0.39

∆∆GST
vap -6.40 ± 0.82 -7.43 ± 0.48 -7.41 ± 0.34

∆∆GBAR
vap -8.60 ± 2.28 -10.64 ± 1.60 -6.85 ± 1.15

Anion-Only ∆G◦gas -1.7 3.1 7.1

PMF ∆G◦gas 0.9 7.3 9.7

Values given are in kJ mol−1. Uncertainties are based on block averaging
of five equal space intervals of the CMD trajectories.
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The calculated values for ∆∆GST
vap and ∆∆GBAR

vap are similar; there is only a statis-

tical difference in these values greater than one standard deviation at 333 K. The fact

that ∆∆GBAR
vap ≈ ∆∆GST

vap suggests that the difference in the gas phase translational

entropy of the unreacted and CO2-reacted IL provides a good estimate for ∆∆Svap.

We caution that this result, however, may simply be a fortuitous cancellation of errors

from combining the thermodynamics of the vaporization and condensation steps. Yet

it appears that the assumptions used to calculate ∆∆Svap are sufficient for the present

purpose of calculating the overall free energy of reaction. Calculating ∆∆GST
vap only

requires two liquid simulations and two vapor phase simulations whereas calculation

of ∆∆GBAR
vap requires 120 liquid simulations. One may therefore choose to use the

less computationally intensive approximate calculation of ∆∆GST
vap for screening larger

data sets and to use ∆∆GBAR
vap to investigate only the most promising candidates.
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(a)

(b)

Figure 6.3. Average constraint force profile (a) and PMF (b) for at 300 K.
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(a)

(b)

(c)

Figure 6.4. Example geometries from the 300 K PMF trajectories.
Configurations a, b, c correspond to the points marked in Figures 6.3a and

6.3b.
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Figures 6.3a and 6.3b show the constraint force profile and PMF profile at 300

K, respectively. Snapshots of example configurations from the PMF simulations at

different constraint lengths of the C-N bond between [2CNpyr]− and CO2 are shown

in Figures 6.4a, 6.4b and 6.4c. As the CO2 moves far enough away from the anion

that the two species do not interact, the CO2 angle approaches 180◦ and there is zero

constraint force.

The PMF and the anion-only methods calculate values for ∆G◦gas within 4 kJ

mol−1 of each other. The free energy of the gas phase reaction is lower for the anion

only model than the PMF model at all temperatures. The calculated values for the

free energy of the gas phase reaction show the expected temperature trend: increasing

with increasing temperature. To leading order, the free energy of reaction should

have a linear temperature dependence assuming that the enthalpy of reaction and

entropy of reaction are approximately constant over the temperature range studied.

An approximately linear temperature dependence is seen in calculated reaction free

energies from both models. The magnitude of the Gibbs free energy of reaction in

the gas phase is comparable to the solvation environment effects. In previous work,

solvation effects were assumed to be negligible contributing < 5 kJ mol−1 to the

enthalpy of reaction and were neglected in solubility predictions [126].
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Figure 6.5. Excess enthalpy (a) and excess volume (b) for mixing reacted
and unreacted [P2228][2CNpyr] at 300, 333, and 360 K as a function of
extent of reaction. Uncertainties are based on block averaging of the

enthalpies and volumes of the mixture, the unreacted IL, and the fully
reacted IL.

The results for the excess enthalpy and the excess volume are shown in Figures

6.5a and 6.5b, respectively. The magnitude of the excess enthalpy is less than 0.7

kJ mol−1 at all temperatures over the full range of compositions. Additionally, the

excess enthalpy shows contrasting behavior at different temperatures. At a given
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composition, the excess enthalpy is positive for some temperatures and negative for

others. Although the excess enthalpy is nonzero, it does not have an apparent trend

with the extent of reaction. The small magnitude of the excess enthalpy compared

to the rest of the terms in the free energy cycle suggests that the enthalpy of mixing

is reasonably approximated as zero for the full range of compositions.

The excess volume shows similar behavior to the enthalpy of mixing. The magni-

tude of the excess volume is less than 0.6 cm3 mol−1 for all temperatures over the full

composition range. Analogous to the enthalpy of mixing, the excess volume is differ-

ent at each temperature and shows no apparent compositional trend. Therefore, the

excess volume is well approximated as zero. These results suggest that mixtures of

unreacted IL and CO2-reacted IL exhibit ideal solution behavior. Both the enthalpy

of mixing and the excess volume are negligible, and therefore, it is appropriate to

estimate thermodynamic properties of mixing using ideal solution theory.

6.4 Discussion

The free energy of reacting CO2 with AHA ILs can be calculated analytically using

eq. 6.18. The model parameterization for a given IL requires the calculation of three

different thermodynamic properties: the vaporization free energy of the unreacted

IL, the free energy of reacting IL and CO2 in the gas phase, and the vaporization

free energy of the CO2-reacted IL. All of these parameters can be calculated without

using experimental data for fitting, and therefore, it can be used to investigate ILs

that lack experimental data. The free energy of reaction can be used to calculate

an absorption isotherm for low pressures up to 1 bar. At these low pressures, the

absorption is dominated by chemical reaction and the physical absorption capacity

is negligible (< 3% ) [266]. CO2 absorption isotherms can be predicted by calcu-

lating the extent of reaction that minimizes the free energy of reaction at a fixed

temperature and pressure. The shape of the isotherm is determined by the quan-
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tity
(
∆G◦gas + ∆∆Gvap

)
, which contains all relevant information about the solvation

environment effects as well as the free energy of the gas phase reaction.

Figure 6.6. Comparison of experimental [16] and predicted isotherms at
300 K.

A comparison of predicted isotherms at 300 K is shown in Figure 6.6. The

anion only model combined with the ST assumption predicts an isotherm in very

close agreement with the PMF BAR isotherm and the experimental isotherm. The

predicted isotherms vary significantly from differences of only a few kJ mol−1 in

the model parameters. This sensitivity is due to the fact that the reaction equilib-

ria has an exponential dependence on the free energy of reaction. Therefore, it is

extremely challenging to predict isotherms that are in quantitative agreement with

experimental results due to the accumulation in uncertainty from the calculation of

each thermodynamic quantity.
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Figure 6.7. Temperature dependence of predicted isotherms using the PMF
method to calculate the free energy of the gas phase reaction and the BAR

method to calculate ∆∆Gvap.

The combination of the PMF method to calculate the free energy of the gas

phase reaction and the BAR method to calculate ∆∆Gvap represents the most robust

method used to estimate the free energy of reaction. Calculated absorption isotherms

using the PMF and BAR methods are shown in Figure 6.7. At 300 K, the predicted

isotherm is in excellent agreement with published solubility data. There is no data

to compare with at 333 and 360 K, however, the predicted isotherms do show the

expected behavior that the solubility decreases with increasing temperature.

Table 6.2 shows the calculated free energy of reaction for the different methods

and temperatures at a pressure of 0.9 bar. The values for the free energy of reaction

at 0.9 bar are in excellent agreement with the value of -7 kJ mol−1 obtained by Firaha

et al. [128]. The combination of the PMF and BAR methods not only predicts the

best isotherm, but it also predicts a free energy of reaction closest Firaha’s.
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TABLE 6.2

FREE ENERGY OF REACTION AT 0.9 BAR

Temperature (K) 300 333 360

Anion-Only ST -8.1 -4.6 -2.1

PMF ST -5.6 -1.9 -1.1

Anion-Only BAR -10.3 -7.4 -1.8

PMF BAR -7.6 -3.9 -0.9

Values given are in kJ mol−1.

6.5 Conclusions

A thermodynamic cycle was used to calculate the free energy of reacting CO2 with

an AHA IL as an analytical function of temperature, pressure, and composition. The

free energy of the gas phase reaction was calculated in two ways: 1) frequency calcula-

tions for the reaction of anions with CO2 using the rigid rotor and harmonic oscillator

approximations, 2) using constraint AIMD simulations to calculate the PMF for the

reaction of a single cation-anion pair with CO2. The free energy effects of the solva-

tion environment were modeled in a rigorous manner using CMD simulations rather

than using an implicit solvent. The expression for the free energy of reaction can be

used to predict CO2 absorption isotherms in AHA ILs at low pressures where the

physical solubility of CO2 is negligible. The method is sensitive to calculated model

parameters, with a few kJ mol−1 change in the parameters significantly affecting the

shapes of predicted isotherms. The ability of the model to quantitatively predict

CO2 absorption isotherms in AHA ILs improves as more robust methods are used to

calculate the free energy the gas phase reaction and the free energy contribution of

solvation environment effects. Calculations using cheaper methods which depend on

more assumptions don’t predict isotherms as well, but they do present a way to com-
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pare a larger number of ILs for screening purposes. The PMF method to calculate

the free energy of the gas phase reaction allows the comparison of ILs with the same

anion and different cations.

Several important findings were revealed in this study with regards to the inter-

actions which control the CO2 solubility in an AHA IL. The free energy effects of

the solvation environment are on the order of 10 kJ mol−1, which is comparable to

the free energy of the gas phase reaction. We conclude that solution effects on the

reaction cannot be ignored. The effects of the solvation environment can be approx-

imated using less computationally expensive enthalpy of vaporization calculations as

opposed to the direct calculation of ion solvation free energies using computationally

intensive free energy methods. Calculation of the free energy of the gas phase reac-

tion showed that the reaction thermodynamics are affected by the presence of the

cation. Simulated mixtures of unreacted IL and CO2-reacted IL exhibit ideal solution

behavior. Therefore, thermodynamic properties for mixtures of these species can be

assessed using ideal solution theory. The results presented in this work are impor-

tant to consider in future models that attempt to predict gas solubilities in reactive

liquids.
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CHAPTER 7

SUMMARY

Ionic liquids (ILs) are promising solvents for a variety of industrial applications.

Aprotic heterocyclic anion (AHA) ILs that are able to chemically bind CO2 are of

particular interest as solvents that might outperform current amine technologies in

CO2 separations. These ILs have several properties that make them more appealing

than amines. They have low vapor pressures, which prevents solvent evaporation,

along with high thermostabilities, which allows them to be used in a wide temperature

range. The absorbed CO2 can be desorbed by heating and the original IL recovered.

This ability to react with CO2 in a reversible manner allows them to be used in typical

stripper/absorber configurations that are common in oil and natural gas processing.

The most interesting aspect of these ILs, however, is the ability to tune both the

physical and chemical properties of the ILs simultaneously by changing the chemical

nature of the cations and anions. This ability to tune both the physical and chemical

properties of AHA ILs offers a great design opportunity, but also a challenge because

it is difficult to know apriori how a given change in the chemical structure of the ions

will affect different liquid properties and reaction chemistries. Furthermore, there is

an essentially infinite design space for pairing different anions and cations together to

form an IL. It is therefore desirable to have computational methods whereby different

IL properties can be estimated and understood in terms of the chemical structures

of the ions.

In this dissertation, several different computational methods were used to in-

crease our current understanding of AHA ILs. A combination of classical molecular
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dynamics (MD) simulations as well as ab initio calculations and ab initio molecular

dynamics (AIMD) simulations were used to calculate different chemical and physical

properties of select AHA ILs. The liquid structure and dynamics of both pure ILs

and IL-water mixtures were investigated using a series of MD simulations. The liq-

uid structure functions were both measured and computed for a series of ILs made

from systematically pairing different cations and anions. A method was created to

calculate CO2 absorption isotherms. Each of these works revealed new information

about the behavior of AHA IL systems.

In the first work of this dissertation, MD simulations were used to investigate how

water effects both the structure and dynamics of various CO2-reactive ILs having

either azolide or phenolate anions. MD simulations of both pure ILs and 1:1 mole

ratio water/IL were simulated for a series of ILs having a triethyl-octyl-phosphonium

cation ([P2228]+) paired with the anions 2-cyanopyrrolide ([2CNpyr]−), 1,2,3-triazolide

([3Triaz]−), and phenolate ([PhO]−). These simulations showed that the ion self-

diffusivities in the [2CNpyr]− and [3Triaz]− approximately doubled when water was

added, whereas the dynamics in the [PhO]− system were practically unaffected by

the added water. Simulation studies and experiments for other ILs have shown that

the dynamics will increase when water is added. These earlier simulation studies

concluded that the dynamics increase when water is added due to a decrease in

counterion interactions. If the counterion attraction weakens, it allows the ions to

translate and rotate more freely, and therefore, the dynamics will increase. In this

work, we found a similar effect occurring in the [2CNpyr]− and [3Triaz]− systems.

Structural analysis showed that water will primarily interact with the anions in the

system, forming hydrogen bonds with the negatively charged anion atoms which the

positively charged cation atoms are attracted to. The interactions between water

and the anions are quite strong, and the water will tend to occupy space between

the negative anion atoms and the positive cation atoms. This results in reduced
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counterion attraction due to the electrostatic screening facilitated by the water, and

results in increased system dynamics.

Structural analysis shows that a water also reduces counterion interactions in the

[PhO]− systems. Water forms intimate contacts with the [PhO]− oxygen atom which

has the majority of the anionic charge. Structural analysis reveals a change in the

phenolate systems that does not occur in the other ILs where the [PhO]− anions

form associated clusters with water acting to bridge adjacent anions. The formation

of these associated clusters prevents the the dynamics from increasing when water is

added because it restricts both the cation motions and anion motions.

The behavior of wet CO2-reactive ILs can be understood in terms of the abilities of

the anions to form hydrogen bonds with water. Hydrogen bonding analysis revealed

that the amount of hydrogen bonding where water acts as a hydrogen donor while

the anions act as hydrogen acceptors decreases as [PhO]− > [3Triaz]− > [2CNpyr]−.

The charge on the phenolate oxygen is more negative than the charges on any of the

other anion atoms. This concentrated charge allows phenolate to form the most stable

hydrogen bonds with water. Radial distribution function (RDF) analysis shows that

as a result, water will tend to coordinate closer to the [PhO]− anions than any of

the other anions. Likewise, water will cluster the least in the [PhO]− system and the

most in the [2CNpyr]− system. The ability of the anion to stabilize water through

hydrogen bonding interactions determines how water will interact in a given IL. If the

anions can stabilize water via hydrogen bonding, water may form associated clusters

with the anions. If the anions have less ability to form stable hydrogen bonds with

water, then water will have a higher tendency to self aggregate.

The hydrogen bonding behavior between water and the anions also explains the

IL affinity for water. Henry’s law constants for water in each IL were determined by

calculating the infinite dilution free energy of solvation. The solvation free energies

were lowest for [PhO]− and highest for [2CNpyr]−, following the same trend as the
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number of hydrogen bonds formed where water acts as a hydrogen donor while the

anions act as hydrogen acceptors. Furthermore, decomposition of the infinite dilution

solvation free energy into Coulombic and Lennard-Jones (LJ) contributions revealed

that the the LJ contribution was nearly the same for all ILs, and that the Coulombic

contribution is primarily accountable for the differences in water affinity between the

ILs. Therefore, the primary conclusion of this work is that the hydrogen bonding in-

teractions depend on the charge magnitude of the negative anion atoms. Anions with

more negative atoms will form stronger interactions with water leading to increased

hydrogen bonding. When anion-water hydrogen bonding interactions are sufficiently

strong, the anions will form associated clusters with water, and the dynamics will

not increase as much as they otherwise would. Therefore, IL-water interactions can

be tuned through choice of anion to control hydrogen bonding interactions and thus

the water solubility to give optimal performance in a given application.

In the second work of this dissertation, the liquid structure function was both

measured using X-ray scattering experiments and calculated from molecular dy-

namics simulations for several AHA ILs. The ILs examined consisted of a combi-

nation of two different cations, triethyl-octyl-phosphonium and trihexyl-tetradecyl-

phosphonium ([P66614]+), and two different anions, [2CNpyr]− and 1,2,4-triazolide

([4Triaz]−). Changes in the liquid structure function from both cation and anion

substitution were investigated as well as changes in the liquid structure function

from reaction with CO2. The structure functions calculated from (MD) simulations

were able to reproduce the experimental structure functions to a reasonable degree,

and they were further partitioned to provide additional insights on the interactions

responsible for the observed structure function features.

Both the simulations and experiments showed that for a given cation, the struc-

ture functions are very similar for different anions. Analysis of spatial distribution

functions (SDFs) that show the high probability 3-dimensional orientations of dif-
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ferent species were able to explain this observation. Regardless of the anion type,

the anions will tend to occupy four high probability lobes between the short alkyl

chains of the phosphonium cations. While SDFs for a central anion are different

as determined by the charge distribution of the anion, the distribution of anions

around cations is nearly the same. Therefore, the partitioning of the IL into polar

and nonpolar domains as well as the alternation of charged species within the polar

domain is relatively insensitive to the anions. The structure function does, however,

change significantly from cation substitution. The cations are primarily responsi-

ble for the liquid ordering observed in the liquid structure function because they are

much larger than the anions and they have both polar and nonpolar components that

cause the formation of microheterogeneous polar and nonpolar domains within the

IL. Many of the features in the liquid structure function become more pronounced

when the [P66614]+ cation is substituted for [P2228]+ because the nonpolar cation com-

ponents become sufficiently large for a continuous percolating nonpolar domain to

form. When the nonpolar domain forms a continuous network, the alternation of

polar and nonpolar domains becomes highly regular, giving rise to more pronounced

features in the liquid structure function.

The reaction with CO2 did not have a significant effect on the liquid structure

function for any of the ILs studied. Similar to the case of the anion substitution, the

main reason that the liquid structure function does not change much upon reaction

with CO2 is because the reacted anions occupy the same four high probability lobes

between the short alkyl chains of the cations. The reaction with CO2 does cause a

change in the anion-anion partial structure functions because the anions grow in size

by three heavy atoms. The fact that the liquid structure function does not change

appreciably upon reaction with CO2 helps to explain the fact that the viscosities of

AHA ILs do not change much upon reaction with CO2. When the ILs react with

CO2, the spatial orientations of the ions with respect to each other do not change
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much, and therefore, the interionic interactions giving rise to the viscosity do not

change much.

The IL structure functions investigated in this work demonstrated the same three

primary features which have been seen before in other classes of ILs. There is a pre-

peak corresponding to the long range ordering caused by the alternation of polar and

nonpolar domains, a charge alternation feature due to the alternation of counterions

within the polar domain, and an adjacency interaction peak due to a multitude of

interactions between adjacent species. The structure functions presented in this work

help to explain the viscosity behavior of AHA ILs upon reaction with CO2 and also

how the liquid organization changes from ion substitution.

In the third and final work of this dissertation, a method was created for calculat-

ing CO2 absorption isotherms in AHA ILs. The method was developed and applied

to [P2228][2CNpyr] to examine the CO2 solubility dependence on the temperature

and pressure. The reaction equilibrium between CO2 and the IL was determined by

calculating the Gibbs free energy of reaction. The method works by taking advan-

tage of the fact that free energy is a state function, and therefore, a thermodynamic

path can be taken to get the free energy of reaction instead of calculating the Gibbs

free energy of reaction directly in the bulk IL. The thermodynamic cycle works by

accounting for solution effects on the reaction free energy using classical MD simula-

tions. This allows the free energy of the gas phase reaction, which must be calculated

using ab initio methods, to be calculated for small systems consisting of an anion

and CO2 or a cation-anion pair and CO2. Calculating the gas phase contribution to

the total free energy of reaction allows higher level electronic structure calculations

to be performed than could be done for a bulk liquid.

The expression for the free energy of reaction derived in this work depends on

three thermodynamic properties that can be calculated without any fitting to em-

pirical data, which allows the method to be used in a generally predictive way. The
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model parameters that need to be calculated are the enthalpy of vaporization for the

unreacted IL, the free energy of the gas phase reaction with CO2, and the enthalpy

of vaporization for the CO2-reacted IL. The enthalpy of vaporization is readily calcu-

lated using MD to simulate the liquid and vapor phases. The results for the enthalpy

of vaporization of the unreacted and CO2-reacted ILs showed that the reacted IL

always has a higher enthalpy of vaporization. The difference in the enthalpy of va-

porization of the unreacted and CO2-reacted ILs was on the order of 10 kJ mol−1,

which means that solution effects are non-negligible. Several researchers have calcu-

lated reaction enthalpies for simple gas phase reactions of the anions with CO2 and

attempted to compare these results to reaction enthalpies that are fit to experimental

data. However, this work illustrates that there is no reason to expect that the two

will be the same when solution effects are neglected in the calculation.

Another important finding in this work is that the free energy of vaporization

for an ion pair can be estimated from the enthalpy of vaporization and and the

translational entropy of an ideal gas molecule given by the Sackur-Tetrode equation.

The vaporization free energy of an ion pair was calculated using rigorous MD free

energy methods which numerically sample the entropy. The results for the free energy

of vaporization using the mentioned simplifying assumption were in good agreement

with the values obtained from the free energy method, differing by less than three

kJ mol−1. Therefore, the assumption can be used to calculate the free energy of

vaporizing an ion pair using far fewer simulations than are required for the free

energy method.

The free energy of the gas phase reaction was calculated using two different meth-

ods. The first way was to assume the cation does not play a role in the reaction, and

to calculate the free energies of the anion, CO2, and the CO2-reacted anion. In the

second method, ab initio molecular dynamics (AIMD) simulations of a single ion pair

with a single CO2 were used to compute the potential of mean force (PMF) to pull
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the CO2 off of the anion. The PMF calculations were run in an attempt to account

for the cations effect on the free energy of the gas phase reaction, as it is known

that ILs consisting of the same AHA paired with different cations will have differ-

ent absorption capacities. The results for the free energy of the gas phase reaction

showed that the anion-only model consistently gave reaction free energies that were

lower than those calculated from the PMF. The free energy of the gas phase reaction

was comparable in magnitude to the difference in the vaporization enthalpies of the

reacted and unreacted anions, which further indicates that solution effects should not

be ignored when calculating the reaction equilibrium between IL and CO2. Previous

studies have assumed solution effects are negligible and have attempted to calculate

reaction equilibria based of of the gas phase reaction. We now know that this is an

invalid approximation if quantitative results are sought.

Simulated mixtures of reacted an unreacted IL exhibit ideal solution behavior.

Both the enthalpy of mixing and the excess volume are negligible over the complete

composition range. Therefore, it was determined in this work that the thermody-

namic properties of mixing reacted and unreacted IL can be approximated using

ideal solution theory. The fact that reacted and unreacted ILs mix in an ideal fash-

ion further helps to explain why the viscosity does not change much upon reaction

with CO2.

The derived expression for the free energy of reaction as a function of temperature,

pressure, and composition was used to calculate CO2 absorption isotherms. Points

along the isotherm were determined by solving for the extent of reaction that mini-

mizes the free energy of reaction at a given temperature and pressure. The resulting

isotherms were able to do a reasonable job of predicting the absorption isotherms. At

300 K, the predicted isotherms did an excellent job of reproducing the experimental

isotherms. As the temperature increased from 300 to 360 K, the agreement between

the experimental and predicted isotherms decreased. We have concluded that it is
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extremely challenging to quantitatively predict the reaction equilibria due to the fact

that it depends exponentially on the free energy of reaction, and the free energy of re-

action accumulates uncertainty from the calculation of each of the model parameters.

A sensitivity analysis of the isotherm prediction at 300 K showed that the difference

between a highly reactive IL and a nonreactive IL is only a different of about 16

kJ/mol in model parameters. This sensitivity does not come as a complete surprise

as IL absorption capacities will change significantly from slight chemical alterations

of the anions. The method does present a robust means to assess reactivity within a

given family of ILs, even though quantitative prediction is quite difficult.

In this dissertation a combination of classical MD simulations, ab initio calcula-

tions, and AIMD simulations were used to investigate the behavior of several different

AHA ILs. These simulations revealed that hydrogen bonding interactions between

water and the anions determines how the properties of an IL will change when it is

mixed with water. Anions can therefore be tuned to control the IL water affinity so

that they perform well in the presence of water for a given application. The analysis

used to investigate the IL-water mixtures can be applied to assess how other cosol-

vents might affect the IL behavior. Computed liquid structure functions were able

to reproduce experimental structure functions and shed light on the liquid ordering.

The liquid structure functions were mostly insensitive to the anions and whether

or not they were reacted with CO2. The different anions do not change the liquid

structure function because they are relatively small in comparison to the cation, and

they will tend to form the same interactions with the cation whether or not they

are reacted with CO2. The fact that the liquid structure function does not change

much upon reaction with CO2 helps explain the fact that the viscosities of AHA

ILs are not significantly changed upon reaction with CO2, because the interaction

giving rise to the viscosity do not change. A method was created to predict CO2 ab-

sorption isotherms by calculating the free energy of reaction using a thermodynamic
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cycle. The method is capable of predicting isotherms that agree well with experi-

mental data. The predicted isotherms are extremely sensitive to calculated model

parameters, and therefore accurate quantitative prediction is a challenging task due

to the accumulation in uncertainty from each of the calculated model parameters.

Effects of the solvation environment on the free energy of reaction that have been

neglected in previous studies were shown to significantly effect the reaction energet-

ics. The enthalpy of reaction and the free energy of reaction should not be compared

to experimental results unless the effects of the solvation environment are properly

accounted for. Therefore, future studies of the reaction of CO2 with ILs could benefit

from using higher levels of theory such as AIMD simulations, QM/MM hybrid simu-

lations, or reactive Monte-Carlo simulations that explicitly account for the solvation

environment. The methods used in this dissertation present a means to compare dif-

ferent ILs within the same family, and to select ILs with the best estimated properties

prior to synthesis and experiment. Simulations will continue to play a an important

role in both designing and understanding CO2-reactive ILs.
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APPENDIX A

ION STRUCTURES AND FORCE FIELD PARAMETERS

A.1 [P2228]+ Force Field Parameters

Figure A.1. [P2228]+ atom labels.
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TABLE A.1

[P2228]+ ATOM TYPES, PARTIAL CHARGES, AND LENNARD-JONES

PARAMETERS

Atom Atom Type Atom Charge σ (nm) ε (kJ mol−1)

P p5 0.11897 3.74E-01 8.37E-01

C1 c3 0.0136 3.40E-01 4.58E-01

C2 c3 -0.18742 3.40E-01 4.58E-01

H1 hc 0.0539 2.65E-01 6.57E-02

H2 hc 0.07926 2.65E-01 6.57E-02

C3 c3 -0.13088 3.40E-01 4.58E-01

C4 c3 0.00301 3.40E-01 4.58E-01

H3 hc 0.08212 2.65E-01 6.57E-02

C5 c3 -0.05101 3.40E-01 4.58E-01

H4 hc 0.03558 2.65E-01 6.57E-02

H5 hc 0.02279 2.65E-01 6.57E-02

C6 c3 0.06886 3.40E-01 4.58E-01

C7 c3 0.04349 3.40E-01 4.58E-01

H6 hc -0.01804 2.65E-01 6.57E-02

C8 c3 -0.03117 3.40E-01 4.58E-01

H7 hc -0.01728 2.65E-01 6.57E-02

H8 hc 0.00151 2.65E-01 6.57E-02

C9 c3 0.15691 3.40E-01 4.58E-01

C10 c3 -0.22012 3.40E-01 4.58E-01

H9 hc -0.02327 2.65E-01 6.57E-02

H10 hc 0.05328 2.65E-01 6.57E-02
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TABLE A.2

[P2228]+ BOND TYPES

Bond Type r0 (nm) Kr (kJ mol−1 nm−2)

c3-c3 1.09E-01 2.82E+05

p5-p5 1.81E-01 2.17E+05

c3-c3 1.54E-01 2.54E+05

TABLE A.3

[P2228]+ ANGLE TYPES

Angle Type θ0 (deg) Kθ (kJ mol−1 rad−2)

p5-c3-hc 1.10E+02 3.56E+02

c3-c3-hc 1.10E+02 3.88E+02

hc-c3-hc 1.08E+02 3.30E+02

p5-c3-c3 1.12E+02 5.14E+02

c3-p5-c3 1.06E+02 4.94E+02

c3-c3-c3 1.11E+02 5.29E+02
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TABLE A.4

[P2228]+ RB DIHEDRAL TYPES

Dihedral Type C0 C1 C2 C3 C4 C5

p5-c3-c3-hc 0.6527 1.95811 0 -2.61082 0 0

c3-p5-c3-hc 0.09205 0.27614 0 -0.36819 0 0

hc-c3-c3-hc 0.6276 1.8828 0 -2.5104 0 0

c3-c3-c3-hc 0.66944 2.00832 0 -2.67776 0 0

hc-c3-c3-c3 0.66944 2.00832 0 -2.67776 0 0

p5-c3-c3-c3 0.6527 1.95811 0 -2.61082 0 0

c3-p5-c3-c3 0.09205 0.27614 0 -0.36819 0 0

c3-c3-c3-c3 3.68192 3.09616 -2.092 -3.01248 0 0

Dihedral coefficients are in units of kJ mol−1.
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A.2 [P66614]+ Force Field Parameters

Figure A.2. [P66614]+ atom labels.

TABLE A.5: 

[P66614]
+ ATOM TYPES, PARTIAL CHARGES, AND LENNARD-

JONES PARAMETERS

Atom Atom Type Atom Charge σ (nm) ε (kJ mol−1)

P1 p5 0.10573 3.74E-01 8.37E-01

C1 c3 -0.08263 3.40E-01 4.58E-01

H1 hc 0.06444 2.65E-01 6.57E-02
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TABLE A.5: Continued

Atom Atom Type Atom Charge σ (nm) ε (kJ mol−1)

C2 c3 0.02808 3.40E-01 4.58E-01

H2 hc 0.03346 2.65E-01 6.57E-02

C3 c3 -0.0852 3.40E-01 4.58E-01

H3 hc 0.03248 2.65E-01 6.57E-02

C4 c3 -0.03781 3.40E-01 4.58E-01

H4 hc 0.01331 2.65E-01 6.57E-02

C5 c3 0.13064 3.40E-01 4.58E-01

H5 hc -0.01337 2.65E-01 6.57E-02

C6 c3 -0.18006 3.40E-01 4.58E-01

H6 hc 0.04629 2.65E-01 6.57E-02

C7 c3 -0.05075 3.40E-01 4.58E-01

H7 hc 0.05424 2.65E-01 6.57E-02

C8 c3 -0.00971 3.40E-01 4.58E-01

H8 hc 0.04036 2.65E-01 6.57E-02

C9 c3 -0.05098 3.40E-01 4.58E-01

H9 hc 0.02761 2.65E-01 6.57E-02

C10 c3 -0.01226 3.40E-01 4.58E-01

H10 hc 0.00426 2.65E-01 6.57E-02

C11 c3 0.03756 3.40E-01 4.58E-01

H11 hc -0.00537 2.65E-01 6.57E-02

C12 c3 0.00724 3.40E-01 4.58E-01

H12 hc -0.00134 2.65E-01 6.57E-02

C13 c3 0.00769 3.40E-01 4.58E-01

H13 hc -0.00355 2.65E-01 6.57E-02
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TABLE A.5: Continued

Atom Atom Type Atom Charge σ (nm) ε (kJ mol−1)

C14 c3 0.01152 3.40E-01 4.58E-01

H14 hc -0.00525 2.65E-01 6.57E-02

C15 c3 0.0164 3.40E-01 4.58E-01

H15 hc -0.0055 2.65E-01 6.57E-02

C16 c3 0.02982 3.40E-01 4.58E-01

H16 hc -0.00941 2.65E-01 6.57E-02

C17 c3 -0.00285 3.40E-01 4.58E-01

H17 hc -0.0053 2.65E-01 6.57E-02

C18 c3 -0.00453 3.40E-01 4.58E-01

H18 hc -0.00134 2.65E-01 6.57E-02

C19 c3 0.10945 3.40E-01 4.58E-01

H19 hc -0.02009 2.65E-01 6.57E-02

C20 c3 -0.13306 3.40E-01 4.58E-01

H20 hc 0.0275 2.65E-01 6.57E-02

The bond, andgle, and dihedral types for [P66614]+ are the same as the [P2228]+

types.
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A.3 [2CNpyr]− Force Field Parameters

Figure A.3. [2CNpyr]− atom lables.
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TABLE A.6

[2CNpyr]− ATOM TYPES, PARTIAL CHARGES, AND

LENNARD-JONES PARAMETERS

Atom Atom Type Atom Charge σ (nm) ε (kJ mol−1)

C1 cd 0.23755 3.40E-01 3.60E-01

C2 cd -0.29038 3.40E-01 3.60E-01

H1 ha 0.0985 2.60E-01 6.28E-02

C3 cc -0.25231 3.40E-01 3.60E-01

H2 ha 0.07899 2.60E-01 6.28E-02

C4 cc 0.06303 3.40E-01 3.60E-01

H3 h4 0.03045 2.51E-01 6.28E-02

N1 nc -0.5061 3.25E-01 7.11E-01

C5 ch 0.23445 3.40E-01 8.79E-01

N2 n1 -0.49418 3.25E-01 7.11E-01
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TABLE A.7

[2CNpyr]− BOND TYPES

Bond Type r0 (nm) Kr (kJ mol−1 nm−2)

cc-cc 1.08E-01 2.93E+05

cc-cc 1.09E-01 2.91E+05

cc-cc 1.43E-01 3.50E+05

cc-cc 1.38E-01 3.61E+05

cc-cc 1.37E-01 4.22E+05

cd-cd 1.43E-01 3.50E+05

ch-ch 1.14E-01 8.32E+05

ch-ch 1.43E-01 3.52E+05

nc-nc 1.34E-01 4.14E+05
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TABLE A.8

[2CNpyr]− ANGLE TYPES

Angle Type θ0 (deg) Kθ (kJ mol−1 rad−2)

cc-cc-ha 1.19E+02 3.97E+02

h4-cc-cc 1.29E+02 3.81E+02

h4-cc-nc 1.20E+02 4.18E+02

cc-cd-ha 1.23E+02 4.05E+02

ha-cc-cd 1.23E+02 4.05E+02

ha-cd-cd 1.22E+02 3.93E+02

cc-cc-cd 1.14E+02 5.70E+02

cc-nc-cd 1.07E+02 5.90E+02

cc-cc-nc 1.13E+02 5.85E+02

cc-cd-cd 1.14E+02 5.70E+02

cd-cd-ch 1.27E+02 5.30E+02

cd-cd-nc 1.13E+02 5.95E+02

ch-cd-nc 1.15E+02 6.28E+02

n1-ch-cd 1.79E+02 4.97E+02
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TABLE A.9

[2CNpyr]− PERIODIC DIHEDRAL TYPES

Dihedral Types φ0(deg) Kφ (kJ mol−1) n

cc-cc-cd-ha 180 16.735 2

h4-cc-cc-ha 180 16.735 2

h4-cc-cc-cd 180 16.735 2

h4-cc-nc-cd 180 19.873 2

nc-cc-cc-ha 180 16.735 2

ha-cc-cd-ha 180 16.735 2

ha-cc-cd-cd 180 16.735 2

ha-cd-cd-ch 180 16.735 2

ha-cd-cd-nc 180 16.735 2

cc-cc-cd-cd 180 16.735 2

cc-nc-cd-cd 180 19.873 2

cc-nc-cd-ch 180 19.873 2

cc-cc-nc-cd 180 19.873 2

cc-cd-cd-ch 180 16.735 2

cc-cd-cd-nc 180 16.735 2

nc-cc-cc-cd 180 16.735 2

cd-cd-ch-n1 180 0 2

n1-ch-cd-nc 180 0 2

cd-ch-cd-nc 180 4.602 2

cc-cd-cd-ha 180 4.602 2

cc-cd-cc-ha 180 4.602 2

nc-cc-h4-cc 180 4.602 2
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A.4 [2CNpyr:CO2]− Force Field Parameters

Figure A.4. [2CNpyr:CO2]− atom lables.
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TABLE A.10

[2CNpyr:CO2]− ATOM TYPES, PARTIAL CHARGES, AND

LENNARD-JONES PARAMETERS

Atom Atom Type Atom Charge σ (nm) ε (kJ mol−1)

N1 n 0.209 3.25E-01 7.11E-01

C1 cc -0.168 3.40E-01 3.60E-01

C2 cd -0.243 3.40E-01 3.60E-01

C3 cd -0.086 3.40E-01 3.60E-01

C4 cc -0.258 3.40E-01 3.60E-01

C5 cg 0.43 3.40E-01 8.79E-01

N2 n1 -0.483 3.25E-01 7.11E-01

H1 ha 0.124 2.60E-01 6.28E-02

H2 ha 0.079 2.60E-01 6.28E-02

H3 h4 0.133 2.51E-01 6.28E-02

C6 c 0.503 3.40E-01 3.60E-01

O1 o -0.52 2.96E-01 8.79E-01
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TABLE A.11

[2CNpyr:CO2]− BOND TYPES

Bond Type r0 (nm) Kr (kJ mol−1 nm−2)

cd-cd 0.10863461 2.91E+05

cc-cc 0.10834512 2.93E+05

n-n 0.13829185 3.56E+05

n-n 0.15555301 1.18E+05

cc-cc 0.13993598 4.22E+05

cc-cc 0.14210459 3.52E+05

cd-cd 0.14167007 3.50E+05

cg-cg 0.11670137 8.32E+05

c-c 0.12328292 5.42E+05
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TABLE A.12

[2CNpyr:CO2]− ANGLE TYPES

Angle Type θ0 (deg) Kθ (kJ mol−1 rad−2)

n-cc-h4 118.718416 4.22E+02

cc-cd-ha 124.93837 4.05E+02

cd-cd-ha 127.067685 3.94E+02

cd-cd-ha 128.08768 3.94E+02

cd-cc-h4 131.708677 3.95E+02

cc-cd-ha 126.24297 4.05E+02

n-cc-cd 108.354476 5.92E+02

n-cc-cg 126.343236 6.00E+02

n-cc-cd 109.572905 5.92E+02

n-c-o 112.47133 6.35E+02

n-c-o 111.972127 6.35E+02

cc-n-cc 108.409324 5.76E+02

cc-n-c 127.86233 5.46E+02

cc-cd-cd 106.973948 5.70E+02

cc-cg-n1 170.874849 4.97E+02

cd-cc-cg 125.302287 5.43E+02

cd-cd-cc 106.689344 5.70E+02

cc-n-c 123.728344 5.46E+02

o-c-o 135.556542 9.13E+02

157



TABLE A.13

2CNpyr:CO2]− RB DIHEDRAL TYPES

Dihedral Type C0 C1 C2 C3 C4 C5

n-cc-cd-ha 33.472 0 -33.472 0 0 0

cc-n-cc-h4 13.8072 0 -13.8072 0 0 0

cc-cd-cd-ha 33.472 0 -33.472 0 0 0

cd-cd-cc-h4 33.472 0 -33.472 0 0 0

cg-cc-cd-ha 33.472 0 -33.472 0 0 0

ha-cd-cd-ha 33.472 0 -33.472 0 0 0

ha-cd-cc-h4 33.472 0 -33.472 0 0 0

c-n-cc-h4 13.8072 0 -13.8072 0 0 0

cc-cd-cd-ha 9.2048 0 -9.2048 0 0 0

n-cc-h4-cd 9.2048 0 -9.2048 0 0 0

n-cc-cd-cd 33.472 0 -33.472 0 0 0

n-cc-cg-n1 0 0 0 0 0 0

cc-n-cc-cd 13.8072 0 -13.8072 0 0 0

cc-cd-cd-cc 33.472 0 -33.472 0 0 0

c-n-cc-cd 13.8072 0 -13.8072 0 0 0

cd-cc-cg-n1 0 0 0 0 0 0

cd-cd-cc-cg 33.472 0 -33.472 0 0 0

cc-n-cc-cg 13.8072 0 -13.8072 0 0 0

c-n-cc-cg 13.8072 0 -13.8072 0 0 0

cc-n-cc-c 9.2048 0 -9.2048 0 0 0

n-cc-cg-cd 9.2048 0 -9.2048 0 0 0

n-o-c-o 9.2048 0 -9.2048 0 0 0

Dihedral coefficients are in units of kJ mol−1.
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TABLE A.14

[2CNpyr:CO2]− HAND FIT CO2 PERIODIC DIHEDRAL TYPES

Dihedral Type φ0(deg) Kφ (kJ mol−1) n

cc-n-c-o 180 6.142 2

A.5 [4Triaz]− Force Field Parameters

Figure A.5. [4Triaz]− atom labels.
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TABLE A.15

[4Triaz]− ATOM TYPES, PARTIAL CHARGES, AND

LENNARD-JONES PARAMETERS

Atom Atom Type Atom Charge σ (nm) ε (kJ mol−1)

N1 nd -0.46596 3.25E-01 7.11E-01

C1 cc 0.52657 3.40E-01 3.60E-01

N2 nd -0.7457 3.25E-01 7.11E-01

H1 h5 -0.08776 2.42E-01 6.28E-02

TABLE A.16

[4Triaz]− BOND TYPES

Bond Type r0 (nm) Kr (kJ mol−1 nm−2)

cc-cc 1.08E-01 2.98E+05

nd-nd 1.38E-01 4.07E+05

nd-nd 1.34E-01 4.14E+05
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TABLE A.17

[4Triaz]− ANGLE TYPES

Angle Type θ0 (deg) Kθ (kJ mol−1 rad−2)

nd-cc-h5 1.25E+02 4.19E+02

nd-nd-cc 1.08E+02 6.02E+02

nd-cc-nd 1.28E+02 5.93E+02

cc-nd-cc 1.16E+02 5.77E+02

TABLE A.18

[4Triaz]− RB DIHEDRAL TYPES

Dihedral Type C0 C1 C2 C3 C4 C5

nd-nd-cc-h5 39.748 0 -39.748 0 0 0

cc-nd-cc-h5 39.748 0 -39.748 0 0 0

h5-nd-cc-nd 9.2048 0 -9.2048 0 0 0

nd-nd-cc-nd 39.748 0 -39.748 0 0 0

nd-cc-nd-cc 39.748 0 -39.748 0 0 0

cc-nd-nd-cc 33.472 0 -33.472 0 0 0

Dihedral coefficients are in units of kJ mol−1.
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A.6 [4Triaz:CO2(N1)]− Force Field Parameters

Figure A.6. [4Triaz:CO2(N1)]− atom lables.
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TABLE A.19

[4Triaz:CO2(N1)]− ATOM TYPES, PARTIAL CHARGES, AND

LENNARD-JONES PARAMETERS

Atom Atom Type Atom Charge σ (nm) ε (kJ mol−1)

N1 n 0.192 3.25E-01 7.11E-01

N2 nc -0.55872 3.25E-01 7.11E-01

C1 cd 0.15925 3.40E-01 3.60E-01

N3 nd -0.46652 3.25E-01 7.11E-01

C2 cc 0.35259 3.40E-01 3.60E-01

H1 h5 0.01133 2.42E-01 6.28E-02

H2 h5 0.04976 2.42E-01 6.28E-02

C3 c 0.55805 3.40E-01 3.60E-01

O1 o -0.54887 2.96E-01 8.79E-01
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TABLE A.20

[4Triaz:CO2(N1)]− BOND TYPES

Bond Type r0 (nm) Kr (kJ mol−1 nm−2)

cd-cd 1.09E-01 2.98E+05

n-n 1.36E-01 4.39E+05

n-n 1.36E-01 3.56E+05

n-n 1.58E-01 1.05E+05

nc-nc 1.35E-01 4.14E+05

cd-cd 1.37E-01 3.61E+05

nd-nd 1.35E-01 4.14E+05

c-c 1.24E-01 5.42E+05
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TABLE A.21

[4Triaz:CO2(N1)]− ANGLE TYPES

Angle Type θ0 (deg) Kθ (kJ mol−1 rad−2)

n-cc-h5 1.22E+02 4.26E+02

nc-cd-h5 1.21E+02 4.19E+02

nd-cd-h5 1.23E+02 4.12E+02

nd-cc-h5 1.27E+02 4.19E+02

n-nc-cd 1.02E+02 5.81E+02

n-cc-nd 1.11E+02 5.96E+02

n-c-o 1.13E+02 6.35E+02

n-c-o 1.10E+02 6.35E+02

nc-n-cc 1.10E+02 5.87E+02

nc-n-c 1.25E+02 5.62E+02

nc-cd-nd 1.15E+02 6.14E+02

cd-nd-cc 1.01E+02 5.95E+02

cc-n-c 1.25E+02 5.46E+02

o-c-o 1.37E+02 1.02E+03
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TABLE A.22

4Triaz:CO2(N1)]− RB DIHEDRAL TYPES

Dihedral Type C0 C1 C2 C3 C4 C5

n-nc-cd-h5 39.748 0 -39.748 0 0 0

nc-n-cc-h5 13.8072 0 -13.8072 0 0 0

cd-nd-cc-h5 39.748 0 -39.748 0 0 0

cc-nd-cd-h5 39.748 0 -39.748 0 0 0

c-n-cc-h5 13.8072 0 -13.8072 0 0 0

h5-nc-cd-nd 9.2048 0 -9.2048 0 0 0

h5-n-cc-nd 9.2048 0 -9.2048 0 0 0

n-nc-cd-nd 39.748 0 -39.748 0 0 0

n-cc-nd-cd 39.748 0 -39.748 0 0 0

nc-n-cc-nd 13.8072 0 -13.8072 0 0 0

nc-cd-nd-cc 39.748 0 -39.748 0 0 0

cc-n-nc-cd 40.1664 0 -40.1664 0 0 0

c-n-nc-cd 40.1664 0 -40.1664 0 0 0

c-n-cc-nd 13.8072 0 -13.8072 0 0 0

nc-n-cc-c 9.2048 0 -9.2048 0 0 0

n-o-c-o 9.2048 0 -9.2048 0 0 0

Dihedral coefficients are in units of kJ mol−1.
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TABLE A.23

[4Triaz:CO2(N1)]− HAND FIT CO2 PERIODIC DIHEDRAL TYPES

Dihedral Type φ0(deg) Kφ (kJ mol−1) n

nc-n-c-o 180 3.654 2

cc-n-c-o 180 3.654 2

A.7 [4Triaz:CO2(N3)]− Force Field Parameters

Figure A.7. [4Triaz:CO2(N3)]− atom labels.
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TABLE A.24

[4Triaz:CO2(N3)]− ATOM TYPES, PARTIAL CHARGES, AND

LENNARD-JONES PARAMETERS

Atom Atom Type Atom Charge σ (nm) ε (kJ mol−1)

N1 nc -0.34734 3.25E-01 7.11E-01

C1 cd 0.1903 3.40E-01 3.60E-01

N2 n 0.00171 3.25E-01 7.11E-01

H1 h5 0.03503 2.42E-01 6.28E-02

C2 c 0.50545 3.40E-01 3.60E-01

O1 o -0.53157 2.96E-01 8.79E-01

TABLE A.25

[4Triaz:CO2(N3)]− BOND TYPES

Bond Type r0 (nm) Kr (kJ mol−1 nm−2)

cd-cd 1.09E-01 2.98E+05

nc-nc 1.39E-01 4.07E+05

nc-nc 1.34E-01 4.14E+05

cd-cd 1.36E-01 3.56E+05

n-n 1.56E-01 1.23E+05

c-c 1.24E-01 5.42E+05
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TABLE A.26

[4Triaz:CO2(N3)]− ANGLE TYPES

Angle Type θ0 (deg) Kθ (kJ mol−1 rad−2)

nc-cd-h5 122.52 4.19E+02

nc-cd-h5 126.18 4.19E+02

n-cd-h5 122.52 4.25E+02

n-cd-h5 126.18 4.25E+02

nc-nc-cd 106.51 6.06E+02

nc-cd-n 111.3 5.94E+02

cd-n-cd 104.38 5.76E+02

cd-n-c 127.81 5.46E+02

n-c-o 111.91 6.35E+02

o-c-o 136.18 1.02E+03

TABLE A.28

[4Triaz:CO2(N3)]− HAND FIT CO2 PERIODIC DIHEDRAL TYPES

Dihedral Type φ0(deg) Kφ (kJ mol−1) n

cd-n-c-o 180 4.6064 2
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TABLE A.27

[4Triaz:CO2(N3)]− RB DIHEDRAL TYPES

Dihedral Type C0 C1 C2 C3 C4 C5

nc-nc-cd-h5 39.748 0 -39.748 0 0 0

cd-n-cd-h5 13.8072 0 -13.8072 0 0 0

h5-cd-n-c 13.8072 0 -13.8072 0 0 0

h5-n-cd-nc 9.2048 0 -9.2048 0 0 0

nc-cd-n-h5 9.2048 0 -9.2048 0 0 0

nc-nc-cd-n 39.748 0 -39.748 0 0 0

nc-cd-n-cd 13.8072 0 -13.8072 0 0 0

nc-cd-n-c 13.8072 0 -13.8072 0 0 0

cd-nc-nc-cd 33.472 0 -33.472 0 0 0

c-cd-n-cd 9.2048 0 -9.2048 0 0 0

n-o-c-o 9.2048 0 -9.2048 0 0 0

Dihedral coefficients are in units of kJ mol−1.
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A.8 [3Triaz]− Force Field Parameters

Figure A.8. [3Triaz]− atom types.
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TABLE A.29

[3Triaz]− ATOM TYPES, PARTIAL CHARGES, AND

LENNARD-JONES PARAMETERS

Atom Atom Type Atom Charge σ (nm) ε (kJ mol−1)

N1 nc -0.3731 3.25E-01 7.11E-01

N2 nc -0.18896 3.25E-01 7.11E-01

C1 cd 0.11998 3.40E-01 3.60E-01

H1 h4 -0.0524 2.51E-01 6.28E-02

TABLE A.30

[3Triaz]− BOND TYPES

Bond Type r0 (nm) k (kJ mol−1 nm−2)

cd-cd 1.08E-01 2.93E+05

nc-nc 1.38E-01 4.07E+05

nc-nc 1.34E-01 4.14E+05

cd-cd 1.43E-01 3.50E+05
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TABLE A.31

[3Triaz]− ANGLE TYPES

Angle Type θ0 (deg) Kθ (kJ mol−1 rad−2)

nc-cd-h4 1.19E+02 4.30E+02

cd-cd-h4 1.29E+02 3.81E+02

nc-nc-nc 1.09E+02 6.54E+02

nc-cd-cd 1.13E+02 5.95E+02

nc-nc-cd 1.06E+02 6.06E+02

TABLE A.32

[3Triaz]− RB DIHEDRAL TYPES

Dihedral C0 C1 C2 C3 C4 C5

nc-cd-cd-h4 33.472 0 -33.472 0 0 0

nc-nc-cd-h4 39.748 0 -39.748 0 0 0

h4-cd-cd-h4 33.472 0 -33.472 0 0 0

cd-h4-cd-nc 9.2048 0 -9.2048 0 0 0

nc-cd-h4-cd 9.2048 0 -9.2048 0 0 0

nc-nc-nc-cd 33.472 0 -33.472 0 0 0

nc-cd-cd-nc 33.472 0 -33.472 0 0 0

nc-nc-cd-cd 39.748 0 -39.748 0 0 0

cd-nc-nc-nc 33.472 0 -33.472 0 0 0

Dihedral coefficients are in units of kJ mol−1.
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A.9 [PhO]− Force Field Parameters

Figure A.9. [PhO]− atom types.
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TABLE A.33

[PhO]− ATOM TYPES, PARTIAL CHARGES, AND LENNARD-JONES

PARAMETERS

Atom Atom Type Atom Charge σ (nm) ε (kJ mol−1)

C4 ca -0.339 3.40E-01 3.60E-01

C3 ca -0.063 3.40E-01 3.60E-01

C2 ca -0.34 3.40E-01 3.60E-01

C1 ca 0.5527 3.40E-01 3.60E-01

H3 ha 0.081 2.60E-01 6.28E-02

H2 ha 0.068 2.60E-01 6.28E-02

H1 ha 0.095 2.60E-01 6.28E-02

O o -0.8147 2.96E-01 8.79E-01

TABLE A.34

[PhO]− BOND TYPES

Bond Type r0 (nm) k (kJ mol−1 nm−2)

ca-ca 1.09E-01 2.88E+05

ca-ca 1.39E-01 4.00E+05

ca-ca 1.23E-01 5.10E+05
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TABLE A.35

[PhO]− ANGLE TYPES

Angle Type θ0 (deg) Kθ (kJ mol−1 rad−2)

ca-ca-ha 1.20E+02 4.06E+02

ca-ca-ca 1.20E+02 5.62E+02

ca-ca-o 1.23E+02 6.01E+02

TABLE A.36

[PhO]− RB DIHEDRAL TYPES

Dihedral C0 C1 C2 C3 C4 C5

ca-ca-ca-ha 30.334 0 -30.334 0 0 0

ha-ca-ca-ca 30.334 0 -30.334 0 0 0

ha-ca-ca-ha 30.334 0 -30.334 0 0 0

ha-ca-ca-o 30.334 0 -30.334 0 0 0

ha-ca-ca-ca 9.2048 0 -9.2048 0 0 0

ca-ca-ca-ha 9.2048 0 -9.2048 0 0 0

ca-ca-ca-ca 30.334 0 -30.334 0 0 0

ca-ca-ca-o 30.334 0 -30.334 0 0 0

ca-ca-ca-o 9.2048 0 -9.2048 0 0 0

Dihedral coefficients are in units of kJ mol−1.
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APPENDIX B

SUPPLEMENTAL PLOTS: ANION DEPENDENT DYNAMICS AND WATER

SOLUBILITY EXPLAINED BY HYDROGEN BONDING INTERACTIONS IN

MIXTURES OF WATER AND APROTIC HETEROCYCLIC ANION IONIC

LIQUIDS

B.1 Dry Vs. Wet MSDs
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(a) Dry [2CNpyr]− (b) Wet [2CNpyr]−

(c) Dry [3Triaz]− (d) Wet [3Triaz]−

(e) Dry [PhO]− (f) Wet [PhO]−

Figure B.1. MSDs for the dry systems shown on the left and the
corresponding wet systems shown on the right.
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B.2 Dry Vs. Wet RDFs
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(a) Dry [2CNpyr]− (b) Dry [3Triaz]−
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(c) Dry [PhO]−

(d) Wet [2CNpyr]− (e) Wet [3Triaz]− (f) Wet [PhO]−

Figure B.2. RDFs of dry systems (top) and the corresponding wet systems
(bottom). Heavy atoms are selected to represent each molecule: The

phosphorus atom on the cation (P), the ring nitrogen on [2CNpyr]− (N1),
the unique nitrogen on [3Triaz]− (N2), and the oxygen on [PhO]− (O).
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B.3 Hydrogen Bonding Contour Plots

The following section shows correlated distribution functions (CDFs) between the

hydrogen bonding distance and the hydrogen bonding angle for all of the wet ILs.

All hydrogen bonding CDFs were calculated using TRAVIS [14] and rendered using

Mathematica.
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Figure B.3. Wet [P2228][2CNpyr] contour plot of correlated distribution
function of N1-OW distance with the hydrogen bonding angle between N1

and H2O.
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Figure B.4. Wet [P2228][2CNpyr] contour plot for the correlated distribution
function of N1-OW distance with the hydrogen bonding angle between N1

and H2O highlighting hydrogen bonding region.
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Figure B.5. Wet [P2228][3Triaz] contour plot of correlated distribution
function of N1-OW distance with the hydrogen bonding angle between N1

and H2O.
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Figure B.6. Contour plot of correlated distribution function of N1-OW

distance with the hydrogen bonding angle between N1 and H2O
highlighting hydrogen bonding region in wet [P2228][3Triaz].
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Figure B.7. Wet [P2228][3Triaz] contour plot for the correlated distribution
function of N2-OW distance with the hydrogen bonding angle between N2

and H2O.
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Figure B.8. Contour plot of correlated distribution function of N2-OW

distance with the hydrogen bonding angle between N2 and H2O
highlighting hydrogen bonding region in wet [P2228][3Triaz].
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Figure B.9. Contour plot of correlated distribution function of O-OW

distance with the hydrogen bonding angle between O and H2O in wet
[P2228][PhO].
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Figure B.10. Contour plot of correlated distribution function of O-OW

distance with the hydrogen bonding angle between O and H2O highlighting
hydrogen bonding region in wet [P2228][PhO].
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APPENDIX C

SUPPLEMENTAL PLOTS: LIQUID STRUCTURE OF CO2-REACTIVE

APROTIC HETEROCYCLIC ANION IONIC LIQUIDS FROM X-RAY

SCATTERING AND MOLECULAR DYNAMICS

C.1 Supplementary Results

Figure C.1. Comparison of experimental (black) and simulated (red) total
structure functions at small q values for [2CNpyr]− ILs. The primary

abscissa (bottom) is in reciprocal space while the secondary abscissa (top)
shows the corresponding real space distance.

190



Figure C.2. Room temperature (295 K) experimental structure functions
for [4Triaz]− ILs. The plots are offset by 0, 3, 6, and 9 for [P2228][4Triaz],
[P2228][4Triaz:CO2], [P66614][4Triaz], and [P66614][4Triaz:CO2], respectively.
The primary abscissa (bottom) is in reciprocal space while the secondary

abscissa (top) shows the corresponding real space distance.
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Figure C.3. Comparison of experimental (black) and simulated (colored)
structure functions for [4Triaz]− ILs. The plots are offset by 0, 3, 6, and 9

for [P2228][4Triaz], [P2228][4Triaz:CO2], [P66614][4Triaz], and
[P66614][4Triaz:CO2], respectively. Simulated structure functions are shown
for [4Triaz:CO2(N1)]− (red), [4Triaz:CO2(N1)]− (blue), and a 50/50 mix of

the two reaction sites (green). The mixture of reaction sites was not
considered in the [P66614]+ ILs. The primary abscissa (bottom) is in

reciprocal space while the secondary abscissa (top) shows the
corresponding real space distance.
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Figure C.4. Comparison of experimental (black) and simulated (colored)
total structure functions at small q values for [4Triaz]− ILs. Simulated

structure functions are shown for [4Triaz:CO2(N1)]− (red),
[4Triaz:CO2(N1)]− (blue), and a 50/50 mix of the two reaction sites

(green). The mixture of reaction sites was not considered in the [P66614]+

ILs. The primary abscissa (bottom) is in reciprocal space while the
secondary abscissa (top) shows the corresponding real space distance.

193



(a) [P2228][2CNpyr]

(b) [P2228][2CNpyr:CO2]

Figure C.5. Interionic RDFs for reacted and unreacted [P2228][2CNpyr].
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APPENDIX D

SUPPLEMENTARY RESULTS: CALCULATING CO2 SOLUBILITIES IN

CO2-REACTIVE APROTIC HETEROCYCLIC ANION IONIC LIQUIDS

D.1 Vaporization and Solvation Results

TABLE D.1

SUMMARY OF RESULTS FOR ENTHALPY OF VAPORIZATION

CALCULATIONS

System Temp (K) Hg ± Hl ± ∆Hvap ±

[P2228][2CNpyr] 300 392.7 0.2 230.1 0.1 165.1 0.2

[P2228][2CNpyr:CO2] 300 427.4 0.3 258.1 0.2 171.8 0.3

[P2228][2CNpyr] 333 429.9 0.3 274.6 0.2 158.0 0.3

[P2228][2CNpyr:CO2] 333 467.9 0.3 304.9 0.2 165.8 0.4

[P2228][2CNpyr] 360 460.3 0.1 310.4 0.0 152.9 0.1

[P2228][2CNpyr:CO2] 360 500.8 0.3 343.0 0.2 160.7 0.3

Uncertainties in liquid phase enthalpies (Hl) are based on block averaging of the
production trajectories. Uncertainties in the vapor phase enthalpies (Hg) are based
on the standard deviation of the average enthalpies of ten independent simulations.
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TABLE D.2

SUMMARY OF RESULTS FOR INDIVIDUAL ION SOLVATION FREE

ENERGIES

System T (K) Ion ∆GQ
solv ± ∆GvdW

solv ± ∆Gsolv ±

[P2228][2CNpyr] 300 [P2228]+ -97.9 0.7 -31.1 0.5 -128.96 0.9

[P2228][2CNpyr] 300 [2CNpyr]− -136.6 0.8 -19.3 0.3 -155.86 0.9

[P2228][2CNpyr:CO2] 300 [P2228]+ -103.2 0.8 -30.9 1.1 -134.06 1.3

[P2228][2CNpyr:CO2] 300 [2CNpyr:CO2]− -127.5 1.1 -31.9 0.8 -159.36 1.4

[P2228][2CNpyr] 333 [P2228]+ -98.1 0.7 -26.2 0.4 -124.29 0.8

[P2228][2CNpyr] 333 [2CNpyr]− -134.3 0.7 -17.2 0.1 -151.52 0.7

[P2228][2CNpyr:CO2] 333 [P2228]+ -103.0 0.4 -27.5 0.5 -130.47 0.6

[P2228][2CNpyr:CO2] 333 [2CNpyr:CO2]− -127.9 1.0 -28.1 0.4 -155.98 1.0

[P2228][2CNpyr] 360 [P2228]+ -98.0 0.4 -23.0 0.5 -120.98 0.6

[P2228][2CNpyr] 360 [2CNpyr]− -133.2 0.4 -15.6 0.2 -148.82 0.4

[P2228][2CNpyr:CO2] 360 [P2228]+ -101.4 0.4 -23.2 0.6 -124.65 0.7

[P2228][2CNpyr:CO2] 360 [2CNpyr:CO2]− -125.5 0.5 -26.5 0.2 -152 0.5

∆GQ
solv and ∆GvdW

solv are the Coulombic and van der Waals contributions to the free energy of solvation,
respectively. Al values given are in kJ mol−1. Uncertainties are based on block averaging using g bar in
Gromacs 4.5.5.
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D.2 Additional Calculated Isotherms

Figure D.1. All 333 K calculated CO2 absorption isotherms.
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Figure D.2. All 360 K calculated CO2 absorption isotherms.
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APPENDIX E

PMF FREE ENERGY OF GAS PHASE REACTION

E.1 PMF Free Energy of Reaction Derivation

The goal of the PMF calculation is to find the standard state Gibbs free energy

of the gas phase reaction between IL and CO2 shown in eq. E.1

IL(g) + CO2(g)→ IL : CO2(g) (E.1)

where IL represents a cation-anion pair which is considered to be a single molecular

species. The PMF method discussed will be derived for the following generalized

reaction shown eq. E.2.

A(g) +B(g)→ AB(g) (E.2)

The total number of atoms in molecule A will be denoted as NA and the total

number of atoms in B will be denoted as NB. The number of atoms in the AB

molecule is simply the sum NA+NB. The reaction product of A and B is shown in

figure E.1 to help clarify some of the terms used in the derivation.
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Figure E.1. An example AB molecule made from bonding an A fragment
(dashed blue line) to a B fragment (dashed green line). Atoms are

indicated by open circles. Bonds are indicated by solid lines. The red line
between atoms 1A and 1B is the bond between the A and B fragments.

The free energy of reaction can be related to the equilibrium constant using eq.

E.3 below

Keq = exp

(
−∆G◦rxn
RT

)(
P ◦

RT

)∆ν

(E.3)

where ∆G◦rxn is the standard state free energy of the gas phase reaction, R is the

ideal gas law constant, T is the temperature, P ◦ is the reference state pressure, ∆ν is

the difference in moles between the products and the reactants (-1 in this example).

The standard state Gibbs free energy of reaction can be found by calculating Keq

and and solving for the value of ∆G◦rxn at a given reference state pressure.

∆G◦rxn = −RT ln

[
Keq

(
P ◦

RT

)−∆ν
]

(E.4)

Here we will show how to calculate Keq using the potential of mean force (PMF).

The equilibrium constant in eq. E.3 can also be expressed in terms of the molecular
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partition functions of the reactant and product molecules shown in eq. E.5

Keq =

(
QAB
V

)(
QA
V

) (
QB
V

) (E.5)

where QAB is the partition function of the product molecule, AB, QA is the partition

function of the molecule A, QB is the partition function of the molecule B, and

V is the volume. The partition functions for the reactant and product molecules

can be expressed as phase space integrals by integrating the Boltzmann weighted

Hamiltonian over the positions and momenta of all of the atoms in the A and B

groups

QAB =

∫ ∫
d~r1Ad~r2A...d~rNAd~r1Bd~r2B...d~rNBd~p1Ad~p2A...d~pNAd~p1Bd~p2B...d~pNB

e−βHAB(~r1A,~r2A,...~rNA,~r1B ,~r2B ,...~rNB ,~p1A,~p2A,...~pNA,~p1B ,~p2B ,...~pNB)

(E.6)

QA =

∫ ∫
d~r1Ad~r2A...d~rNAd~p1Ad~p2A...d~pNAe

−βHA(~r1A,~r2A,...~rNA,~p1A,~p2A,...~pNA) (E.7)

QB =

∫ ∫
d~r1Bd~r2B...d~rNBd~p1Bd~p2B...d~pNBe

−βHB(~r1B ,~r2B ,...~rNB ,~p1B ,~p2B ,...~pNB) (E.8)

where β is the Boltzmann factor, 1
kBT

, ~r1A is the Cartesian coordinate of atom 1 in

molecule A, ~p1A is the momentum of the atom 1 in molecule A, HAB is the Hamilto-

nian for molecule AB, HA is the Hamiltonian for molecule A, HB is the Hamiltonian

for molecule B. Likewise, ~r1B is the Cartesian coordinate of the atom 1 in molecule B

and ~p1B is the momentum of atom 1 in molecule B. When calculating the partition
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function, we can split the Hamiltonian into the potential energy, U, and the Kinetic

energy, K, because we have conservative forces and the potential is a function of the

positions only and not the momenta.

H = U +K (E.9)

Therefore a general partition function for a molecule having N atoms can be

described as follows:

Q =

∫ ∫
d~rNd~pNe−βH(~rN ,~pN )

=

∫ ∫
d~rNd~pNe−β(U(~rN )+K(~pN ))

=

∫ ∫
d~rNd~pNe−βU(~rN )e−βK(~pN )

=

∫
d~rNe−βU(~rN )

∫
d~pNe−βK(~pN )

(E.10)

The potential energy function UA(~r1A, ~r2A, ...~rNA) for molecule A accounts for all

intramolecular interactions of the atoms within molecule A. Likewise, the potential

energy function UB(~r1B, ~r2B, ...~rNB) for molecule B accounts for all intramolecular in-

teractions of the atoms within molecule B. The potential UAB(~r1A, ~r2A, ...~rNA, ~r1B, ~r2B, ...~rNB)

accounts for all intramolecular interaction within the A fragment (UA), the intramolec-

ular interactions within the B fragment, (UB), and the interaction between the A frag-

ment and the B fragment which will be denoted as χAB(~r1A, ~r2A, ...~rNA, ~r1B, ~r2B, ...~rNB).

Therefore, the potential energy of AB can be written in terms of the potential of A

and the potential of B shown in eq. E.11.

UAB =UA(~r1A, ~r2A, ...~rNA) + UB(~r1B, ~r2B, ...~rNB)

+ χAB(~r1A, ~r2A, ...~rNA, ~r1B, ~r2B, ...~rNB)

(E.11)
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When the A fragment is sufficiently far away from the B fragment such that the

two no longer interact, χAB is zero and the potential for AB reduces to the sum of the

potentials for the A and B fragments. When integrating to calculate the partition

function, we are free to choose the origin (the partition function does not depend on

the reference frame of our system). Therefore we will choose the coordinates of the

first atom in A, ~r1A as the origin when calculating the partition function of A and

AB. When we calculate the partition function for B, we will set the location of the

first atom in B to be the origin. Additionally, we will assume for this reaction that a

bond forms between the first atom of A and the first atom of B to make the molecule

AB. In the following section, we will operate on our expressions for the partition

functions to get a function for Keq based on eq. E.5.

QAB =

∫
d~r1A

∫
d~r2A...d~rNAd~r1Bd~r2B...d~rNBd~p1Ae

−βUAB(~r2A,...~rNA,~r1B ,~r2B ,...~rNB)∫
d~p1Ad~p2A...d~pNAd~p1Bd~p2B...d~pNBd~p1Ae

−βK(~p1A,~p2A,...~pNA,~p1B ,~p2B ,...~pNB)

(E.12)

The first integral in the above expression
∫
d~r1A simply gives the volume, V.

Additionally, the integral over all of the atomic momenta is a constant which we will

refer to as PAB. Therefore we can simplify eq. E.12 to eq. E.13.

QAB/V = PAB

∫
d~r2A...d~rNAd~r1Bd~r2B...d~rNBe

−βUAB(~r2A,...~rNA,~r1B ,~r2B ,...~rNB) (E.13)

In similar fashion, we can get expressions for QA/V and QB/V shown in eqs. E.15
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and E.16 starting with eq. E.14

QA =

∫
d~r1A

∫
d~r2A...d~rNAe

−βUA(~r2A,...~rNA)

∫
d~p1Ad~p2A...d~pNAe

−βK(~p1A,~p2A,...~pNA)

(E.14)

where we will refer to the integral over all the moment for molecule A as PA. Making

this substitution for the momenta integral, QA/V is given by eq. E.15.

QA/V = PA

∫
d~r2A...d~rNAe

−βUA(~r2A,...~rNA) (E.15)

We will refer to the integral over the momenta of the atoms of molecule B as PB.

This gives us a similar expression for QB/V in eq. E.16.

QB/V = PB

∫
d~r2B...d~rNBe

−βU(~r2B ,...~rNB) (E.16)

Since we are integrating over all of the atomic momenta separately, we can relate

PAB to PA and PB using eq. E.17.

PAB =

∫
d~p1Ad~p2A...d~pNAd~p1Bd~p2B...d~pNBe

−βK(~p1A,~p2A,...~pNA,~p1B ,~p2B ,...~pNB)

=

∫
d~p1Ad~p2A...d~pNAe

−βK(~p1A,~p2A,...~pNA)

∫
d~p1Bd~p2B, ...d~pNBe

−βK(~p1B ,~p2B ,...~pNB)

= PAPB

(E.17)

We can integrate the potential energy term for QA and QB together in a single
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integral if we introduce the constraint that the two molecules are separated enough

that there is no interaction between them (χAB is 0 and there is no force between

the two fragments). We shall refer to the separation at which A and B are fully

dissociated and no longer interact with each other as ~rD. The first atom in A has

been set as the origin so that the bond length between A and B is given by the

magnitude of ~r1B. We can then integrate both partition functions by introducing

a delta Dirac function into the integral by constraining the bond length ~r1B (the

integrand is zero for all values of ~r1B other than the constraint length) which gives

the following expression for the denominator in eq. E.5.

(
QA

V

)(
QB

V

)
=

(
PA

∫
d~r2A, ...d~rNAe

−βUA(~r2A,...~rNA)

)(
PB

∫
d~r2B, ...d~rNBe

−βUB(~r2B ,...~rNB)

)
=PAPB

∫
(d~r2A, ...d~rNAd~r1Bd~r2B, ...d~rNBδ (~r1B − ~rD)

e−βUAB(~r2A,...~rNA,~r1B ,~r2B ,...~rNB))

(E.18)

Subbing eqs. E.13 and E.18 into eq. E.5 results in eq. E.19.

(
QAB
V

)(
QA
V

) (
QB
V

) =
PAB

∫
d~r2A...d~rNAd~r1Bdr2B...d~rNBe

−βUAB(~r2A,...~rNA,~r1B ,~r2B ,...~rNB)(
PA
∫
d~r2A...d~rNAe−βUA(~r2A,...~rNA)

) (
PB
∫
d~r2B...d~rNBe−βUB(~r2B ,...~rNB)

)
=

∫
d~r2A...d~rNAd~r1Bd~r2B...d~rNBe

−βUAB(~r2A,...~rNA,~r1B ,~r2B ,...~rNB)∫
d~r2A...d~rNAd~r1Bd~r2B...d~rNBδ (~r1B − ~rD) e−βUAB(~r2A,...~rNA,~r1B ,~r2B ,...~rNB)

(E.19)

Now we can relate this expression to the three dimensional PMF, Ŵ (~r1B), using

eq. E.20

dŴ (~r1B)

d~r1B

= −
〈
~F (~r1B)

〉
(E.20)
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where r1B is the bond length between the first atom of A and the first atom of B. The

average constraint force,
〈
~F (~r1B)

〉
can be sampled using constraint dynamics. The

constraint force can be integrated along ~r1B to get a profile for Ŵ (~r1B). We can relate

Ŵ (~r1B) to phase space integrals of our AB system using the following expression:

e−βŴ (~r1B) =

∫
d~r2A...d~rNAd~r2B...d~rNBe

−βUAB(~r2A...~rNA~r1B ,~r2B ...~rNB) (E.21)

The numerator and the denominator on the right hand side of of eq. E.5 can now

be expressed in terms of the PMF as shown in eq. E.22.

(
QAB
V

)(
QA
V

) (
QB
V

) =

∫
d~r1Be

−βŴ (~r1B)

e−βŴ (~rD)
(E.22)

It is useful to convert our expression for the three dimensional PMF, Ŵ (~r1B),

into a one dimensional PMF that only depends on the bond length and not the

orientation. Here we can change from Cartesian coordinates to spherical coordinates

in order to get a PMF which only depends on radial distance by integrating over

the angular coordinates. First we shall define the bond length between the A and B

fragments as r1B.

|r1A,1B| = |~r1B − ~r1A|

= |~r1B −~0|

= |~r1B|

= r1B

(E.23)

We can reduce our PMF from three dimensions to one dimension by integrating
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the angular dependencies in our three dimensional PMF.

e−βŴ (~rD) = e−βŴ (rD,θ,φ) (E.24)

We can integrate over the θ and φ coordinates in this case because the A and B

fragments are at the dissociation distance and therefore, there is no angular depen-

dence in the potential between the two fragments.

e−βW (rD) =

∫
dφdθSinθe−βŴ (rD,θ,φ)

= 4πe−βŴ (~rD)

(E.25)

where W (rD) is the one dimensional PMF evaluated at the dissociation distance. We

can use a similar approach to get the numerator of eq. E.22. Here we will introduce

the Jacobian for the d~r1B term:

d~r1B = dφdθdr1Br
2
1BSinθ (E.26)

Subbing the Jacobian into the numerator we get

∫
d~r1Be

−βŴ (~r1B) =

∫
dr1Br

2
1BdφdθSinθe

−βŴ (r1B ,θ,φ)

=

∫
dr1Br

2
1Be

−βW (r1B)

(E.27)

In this case we do not have spherical symmetry and we are not able to determine

a constant from integrating over the angular coordinates. By subbing eq. E.25 and

E.27 into E.22 we get the following expression for Keq.

Keq = 4π

∫ r∗

0

r2
1Be

−β[W (r1B)−W (rD)]dr1B (E.28)
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The integral bounds in the numerator here cover the range of distances for r1B

which define the state of the product molecule AB. Now we can solve for the standard

state free energy of reaction shown in eq. E.29 by equating the right hand sides of

eqs. E.3 and E.28.

∆G◦rxn = −RT ln

[
Keq

(
P ◦

kBT

)−∆ν
]

= −RT ln

[
4π

∫ r∗

0

r2
1Be

−β[W (r1B)−W (rD)]dr1B

(
P ◦

kBT

)−∆ν
] (E.29)
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128. Firaha, D. S.; Hollóczki, O.; Kirchner, B. Computer-Aided Design of Ionic
Liquids as CO2 Absorbents. Ang. Chem. Int. Ed. 2015, 54, 7805-7809.

129. Gohndrone, T. R.; Lee, T.; DeSilva, M. A.; Quiroz-Guzman, M.; Schnei-
der, W. F.; Brennecke, J. F. Competing Reactions of CO2 with Cations and
Anions in Azolide Ionic Liquids. ChemSusChem 2014, 7, 1970-1975.

130. Lee, T. B.; Oh, S.; Gohndrone, T. R.; Morales-Collazo, O.; Seo, S.; Bren-
necke, J. F.; Schneider, W. F. CO2 Chemistry of Phenolate-Based Ionic Liquids.
J. Phys. Chem. B 2016, 120, 1509-1517.

131. Hanke, C.; Atamas, N.; Lynden-Bell, R. Solvation of Small Molecules in Imi-
dazolium Ionic Liquids: A Simulation Study. Green Chem. 2002, 4, 107-111.

132. Deschamps, J.; Costa Gomes, M. F.; Pádua, A. A. Molecular Simula-
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