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CHEMO-THERMO-MECHANICAL MODELING OF HETEROGENEOUS

REACTIVE MATERIALS

Abstract

by

Cedric W. Williams

Heterogeneous reactive materials are relevant for a variety of scientific and engi-

neering fields. Modeling these complicated systems often requires highly advanced

mathematical models, cutting edge numerical algorithms and implementations, and

intensive calibration thereof. Much effort has been made in accomplishing these

tasks. This has led to a great deal of progress in the modeling and simulation of

these material systems which, in turn, has led to vast improvements in the phys-

ical understanding of the various mechanisms at play. However, these efforts are

often limited by issues with thermodynamic consistency, the inherent nonlinearity of

the relevant fields of interest (chemical species, temperature, deformation, etc.), and

complex physical coupling between said fields.

To this end, this dissertation develops a chemo-thermal-mechanical model that

considers phase transition phenomena, heat generation due to chemical reactions

and mechanical deformations, and finite strain elasto-plastic behavior. The disser-

tation also develops numerical algorithms for the computational implementation of

the model which are developed as a state-of-the-art finite element solver. The model

is calibrated using available experimental data, then applied to the β → δ phase

transition of single crystal HMX as well as to HMX based PBXs.
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CHAPTER 1

INTRODUCTION

Heterogeneous materials with complex microstructures are ubiquitous in nature

and engineering applications. Energetics (e.g., explosives, solid propellants) arm our

militaries and fuel our spaceships. Biomaterials (e.g., cell tissue, solid biomass fuel)

form the basis of organic life, and offer sustainable alternative energy sources. In

engineering, heterogeneity can induce favorable material behavior when compared to

that of a given material’s constituents. In biology, heterogeneity in form is neces-

sary for complexity in function. Understanding the physics of the material response

of heterogeneous materials often proves crucial to their safe-handling and optimal

usage. Successfully predicting the chemo-thermo-mechanical (CTM - i.e., the chemi-

cal, thermodynamic, and mechanical) responses of these materials often proves to be

worthwhile.

The material response and material properties of heterogeneous systems can be

measured experimentally, and predictions can be made based on observation. Predic-

tion can also, however, be done using computational simulations. Such simulations

that account for geometry, constituent material properties, internal and external con-

ditions, etc. dramatically reduce the need for extensive experimentation. Models can

be calibrated using appropriate experiments, then scientific software can be re-run

in any number of configurations and settings to predict material responses without

the need to run experiments repeatedly. This saves time and money, and improves

efficiency and overall optimality by reducing the usage of expensive, delicate, unsafe,

etc. specimens. These capabilities associated with a computational framework that

1



can model the CTM response of heterogeneous materials make its development a

worthwhile contribution to engineering and science.

1.1 Motivation for the Modeling of Single Crystal HMX Phase Transition

Understanding the chemo-thermo-mechanical (CTM) processes of materials has

long been a focus of scientific endeavor. The highly complex interactions between

chemical reactions, energy transfer, deformation, visco-plastic flow, etc. within and

between material systems are inherently difficult to describe or predict. However,

efforts to do so often prove to be beneficial and even transformative. Phase tran-

sition is an example of a CTM process that is common in biology [65], material

science [46], manufacturing [12, 53, 60], and many other systems and applications

[24, 89]. Phase transition often occurs in systems which are not in thermodynamic

equilibrium and can lead to exotic material behavior. For example, experiments

have shown large changes in specific heat values. Differential scanning calorimetry

(DSC) measurements of several phase change materials have shown order of mag-

nitude variations (i.e., between O(103) and O(104) [J/(kg·K)]). Lamberg et al. [46]

performed experiments on the phase change material (PCM) paraffin and measured

such highly nonlinear specific heats. They proposed fitting functions to model this

behavior and used them for numerical computations. Hunger et al. [39] presented a

set of experiments on PCM based concretes which also produced such exotic specific

heat behavior. They also concluded that increased PCM volume percentages led to

increased heat capacity and, in turn, improved thermal performances for the con-

crete. Cao et al. [12] fabricated geopolymer concretes containing microencapsulated

PCMs in order to take advantage of this tendency of PCMs to produce high thermal

energy storage capacities within heterogeneous materials. They also developed and

validated a numerical fit for the specific heat capacity. Experimental results once

again showed highly unfamiliar behavior in the specific heat. Cao et al. [13] further
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utilized these results in the study of the construction of single house dwellings with

multilayer walls containing PCMs. This work posits the plausibility of exotic spe-

cific heat behavior in phase transitioning systems beyond those aforementioned since

similar nonlinear, non-equilibrium processes have often been observed. For example,

Baldo and Santos [6] performed experiments on silicon dioxide (SiO2) quartz under-

going solid phase transition. These experiments revealed highly nonlinear coefficient

of specific heat behavior (i.e., large spikes in volume) within the phase transition

regime. Selbach et al. [71] used high-temperature X-ray diffraction to study bismuth

ferrite (BiFeO3, also known as BFO) undergoing phase transition. Similar highly

nonlinear dimensional changes were observed. Ran et al. [68] performed measure-

ments on single crystal URu2−xFexSi2 undergoing phase transition. Their results

included data showing exceptionally complex specific heat and coefficient of thermal

expansion behavior.

One class of material systems where such non-equilibrium CTM processes are of an

interest is energetic materials. Energetic materials (e.g., explosives, solid propellants)

are used in many military and commercial applications. A detailed understanding

of their behavior under thermal and mechanical loads is quintessential to ensure

their safe handling, storage, and use. Due to their high sensitivity, even mild heat

or pressure changes may cause microstructural transformations leading to permanent

damage with subsequent formation of voids/pores and increase in the material surface

area, and can eventually trigger unwanted detonation [100].

In particular, a great deal of previous studies on energetic materials deal with

octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine (HMX) as it finds use in many differ-

ent explosives and solid propellants. HMX phase transitions between four solid phase

polymorphs labeled α-, β-, γ-, and δ-HMX [42]. At room temperature, the HMX

molecule exists in the solid, stable β phase. When heated to approximately 435 [K],

it undergoes a polymorphic transition to the less stable δ phase [11, 35, 42, 92]. This
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phase change is coupled with a large (6.7%) spike in volume [96].

1.2 Motivation for the Modeling of Phase Transition in HMX Based PBXs

Beyond the motivations for studying HMX discussed in Section 1.1, there are

many incentives to studying these HMX based PBXs. Plastic bonded explosives

(PBXs) are widely used in military and industrial applications due to their high

energy output and excellent stability properties. PBXs consist of a high explosive,

such as HMX, embedded in a polymer matrix. Despite the effectiveness of HMX-

based PBXs, there is still a lack of understanding of their complex behavior and

performance under different loading conditions.

Computational modeling provides a powerful tool to gain insight into the under-

lying physics of PBXs and can aid in the design of safer and more efficient explosives.

The computational modeling of PBXs is a challenging task due to the multiscale

nature of the problem, where the macroscopic behavior of the PBX is influenced by

the microscopic properties of the HMX crystals and the polymer matrix.

As such, it is useful to develop a comprehensive computational model for HMX-

based PBXs that can accurately predict their behavior under different loading con-

ditions. The development of a robust computational model for HMX-based PBXs

will have significant implications in the design and optimization of new PBX formu-

lations. The model can aid in the identification of critical design parameters that

can enhance the safety and performance of PBXs. Moreover, the model can provide

insights into the pre-ignition response of PBXs.

In addition, the aforementioned spike in the sample volume which accompanies

HMX β → δ phase transition can often lead to partial or total de-bonding of the

HMX particles from the surrounding matrix. Experiments show that the thermal

cracks, indeed, occur around large crystals [31, 66].
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1.3 Literature Review

1.3.1 Chemo-thermo-mechanical Modeling

Coupled thermo-mechanical models and solvers have existed for quite some time.

Čanadija and Brnić [94] developed a model based on associative coupled thermo-

plasticity at finite strains with the added novelty of temperature-dependent mate-

rial parameters. Chen et al. [14] proposed and developed a thermo-elasto-plasticity

constitutive model to describe the behavior of metal crystals at finite temperature.

Similarly, coupled thermo-chemical solvers have been put into extensive use for over

50 years [99]. In this regard, the literature on reactive liquids and gases is extensive

and well developed. The modeling of combustion flow chemistry, laminar flames,

etc. has been thoroughly studied and developed over the years, while advances in

computational fluid dynamics (CFD) have produced a great number of implementa-

tions of said models with great predictive capabilities. Fedkiw et al. [26] developed

a framework to solve the compressible Navier-Stokes equations extended to model

multi-species chemically reactive gas flow and used finite difference spatial discretiza-

tion and Runge-Kutta time integration to implement the framework computation-

ally. Powers and Paolucci [63] developed a method for estimating reaction zone

thicknesses in gas-phase detonations with detailed kinetics and performed numeri-

cal simulations based on the method using various integration schemes and adaptive

spatial discretizations in one dimension. Kee et al. [43] developed a solver using the

finite difference and Newton’s methods to model species and temperature profiles

in burner-stabilized and propagating premixed laminar flames while accounting for

finite rate chemical kinetics and multicomponent molecular transport. Literature

on continuum models of reactive solids, however, is sparse. Frank-Kamenetskii [28]

laid the foundation for solid combustion by developing explosion theory based on a

balance between chemical reaction and diffusion processes as found in solids. (orig-
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inally published in 1955). Since then, traditional modeling efforts have reduced the

three-dimensional combustion problem into a one-dimensional model. Such mod-

els neglect three-dimensional effects due to material morphology, gas-phase diffusion

flames, and other factors [99]. In the past 10 years, Alawieh et al. [2] combined results

from molecular dynamics simulations with mixture theory to characterize intermix-

ing rates during different reaction regimes in Ni/Al nanolaminates. Nikbakht and

Assadi [61] developed a phase field model to simulate the high-temperature synthesis

of intermetallic compounds. Xiao et al. [103] used molecular dynamics simulations to

study the mechanical and kinetic properties of β-HMX and β-HMX based polymers.

Jackson and Buckmaster [40] developed one of the most complete numerical frame-

works for computational solid combustion which permits the exploration of detailed

scientific issues in the combustion of heterogeneous propellants. The framework al-

lows for the modeling of propellant morphology, subscale homogenization, and cou-

pling between the gas and solid phases. The model is quite thorough in that it, in

addition to the propellant combustion, the dynamics of the inert rocket case and the

joints between case sections, flow through the exit nozzle, surface regression of the

propellant as the propellant burns are all simulated in the fully 3D model. [40].

Fully coupled CTM solvers have made great progress in recent years. Davison

et al. [18] developed a model and implementation for coupled thermal, hydrologi-

cal, mechanical, chemical simulations of heterogeneous geosystems utilizing massively

parallel processing. The model allows transport of species in multiple phases where

transfer between phases and of chemical reactions is specified by phenomenological

source terms. It also supports large deformation quasi-static mechanics and a con-

stitutive model that incorporate the influence of liquid saturation and suction on

the isothermal elasto-plastic response of porous materials, as well as a separate con-

stitutive model that models creep behavior in two dimensions. It is worthwhile to

note that, in 3D, they found the simulations were too time consuming and that it
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was frequently difficult to obtain convergence of the equilibrium equations. Yoh and

Kim [104] developed a computational framework for studying shock compression of

energetic materials based on a small strain formulation. They modeled the reacting

flows of high energy explosive materials which generate shock waves and high strain

rate deformation of metallic confinements at high pressures and temperatures. Still,

there is a great deal of progress to me made on continuum scale fully coupled CTM

models and solvers, in particular those which involve reactive heterogeneous solids.

In this light, the development of a thermodynamically consistent, fully coupled,

three dimensional, finite strain CTM model of continua to be applied to solid systems

serves to make meaningful and novel contributions to computational engineering.

1.3.2 Single Crystal HMX

Much effort has been directed towards understanding the chemical behavior of

HMX. Smilowitz et al. [83] performed second harmonic generation (SHG) experi-

ments to characterize the transformation kinetics of the β → δ solid state transition

of HMX. Weese et al. [97] reported results from differential scanning calorimetry

(DSC) experiments and measured the kinetics of the β → δ phase transformation of

HMX. Wemhoff and Burnham [98] and ASM [4] used ALE3D to model the kinet-

ics of the β → δ solid-solid phase transformation of HMX. Studies have also been

performed to quantify the thermomechanical behavior of HMX. Li et al. [52] used

the nanoindentation technique to determine the elastic modulus of the β phase of

HMX; the loading-unloading curves presented therin indicate the presence of resid-

ual strains in the crystals created by permanent plastic deformations. Weese and

Burnham [96] performed thermo-mechanical analysis (TMA) to characterize the co-

efficient of thermal expansion (CTE) of the β and δ polymorphs of HMX. It was

found that the CTE is constant until about 440 [K] (the temperature near which the

β → δ phase transition starts) and after about 500 [K] (the temperature near which
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the β → δ phase transition ends). During the phase transition, from 440 - 500 [K],

the CTE experiences a sharp spike which causes a rapid change in the dimensions of

the sample.

A great effort has also been directed towards modeling the CTM behavior of ener-

getic materials like HMX through the heating (pre-ignition), ignition, and explosive

phases. An experimental effort has been directed towards understanding the chemical

[83, 97, 98] and thermomechanical [96] behavior of HMX. A substantial amount of

work has also been done on the modeling and simulation of HMX. Yoh and McClel-

land [105] used ALE3D to calculate temperature fields, the time to explosion, and

strain of the vessel wall during scaled thermal explosion experiments. Yoh and Kim

[104] developed a computational framework for studying shock compression of ener-

getic materials based on a small strain formulation. McGlaun et al. [57] developed

an Eulerian finite volume shock physics code (CTH) which modelled elastic-plastic

behavior and high explosive reactions. Baer [5] used CTH to investigate reaction

and shock wave structures in a mixture of HMX crystals and binder. Springer et al.

[84] performed non-reactive and reactive ALE3D simulations to investigate hot spots

in HMX in the absence of thermal diffusion, convection, and radiation. Hu et al.

[38] developed a mesoscale phase transition model to investigate the effects of the

β → δ phase transition on the thermomechanical behavior of single HMX crystals

using ABAQUS.

1.3.3 HMX Based PBXs

A great effort has also been directed towards modeling the CTM behavior of en-

ergetic materials like PBX through the heating (pre-ignition), ignition, and explosive

phases. Funk et al. [29] measured the stress-strain behavior of PBX-9501 (95% HMX,

2.5% BDNPA-F, 2.5% Estane) at varying strain rates and at different temperatures.

They found that the compressive strength of PBX-9501 falls with increasing temper-
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ature and rises with increasing strain rate. Glascoe et al. [31] studied the damage

response of PBXN-9 (92% HMX, 2% HYTEMP, 6% DOA) subjected to thermal in-

sults. They used DSC measurements and thermogravimetric analysis (TGA) to char-

acterize the decomposition kinetics and study thermally induced damage in samples.

Barua and Zhou [7] developed a cohesive finite element method framework to study

the response of HMX based PBXs at the microstructural level. They studied large

deformation, thermomechanical coupling, failure, and frictional heating. Shang et al.

[74] used the material point method within the Uintah Computational Framework

[10, 20, 32, 59] to model the shock response of PBX-9501. They showed that, under

shock loading, a great degree of plastic strain developed on the boundary of HMX

grains. Shi et al. [75] used molecular dynamics simulations to research the effects

of molar ratio within mixture systems consisting of α-, γ-, and δ-HMX molecules

coexisting with β-HMX crystals. They investigated the thermal stability, sensitivity,

and mechanical properties of these explosives.

1.4 Novelty of this Dissertation

As described in the previous sections of this chapter, advancements have been

made in the modeling and simulation of heterogeneous reactive materials. How-

ever, there are still many areas that have yet to be fully investigated. The primary

goal of this dissertation is to develop thermodynamically consistent chemo-thermo-

mechanical model and computational framework for the analysis of these materials.

The contributions of this work to the scientific community are described as follows.

Contribution to the Continuum Formulation

This dissertation provides a concise presentation of the governing partial differ-

ential equations and balance laws necessary to model the desired systems, derived
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in a thermodynamic context with respect of the Second Law (of Thermodynamics).

These equations are given in both the Eulerian and Lagrangian settings with explicit

transformations provided when necessary. Novel, theoretically derived continuum

equations for the specific heats at constant elastic strains (i.e., constant pressure, cp)

and at constant deformation (i.e., constant volume, cv) are also presented. Further-

more, a novel, theoretically derived equation which predicts the critical temperature

at which maximum heat release or consumption occurs for Arrhenius type kinetics is

provided. Finally, novel, nonlinear, temperature dependent models for the coefficient

of thermal expansion and bulk modulus of material systems undergoing solid-solid

phase transition are introduced.

Contribution to Computational Modeling

This dissertation also provides algorithms for discretization and implementation

needed to solve the governing equations numerically for the fields of interest. Cou-

pling algorithms and strategies for multiphysics, specifically CTM, phenomena are

few and far between. This is due to the scarcity of background literature as previously

described, as well as the well known difficulties with computational cost and efficiency

associated with solving engineering scale problems. This work focuses on the develop-

ment and implementation of such algorithms using the finite element method. Two

(2) computational modeling manuscripts detailing this work have been submitted

for publication. Williams and Matouš [101] detail the β → δ phase transition of

single crystal HMX considering reaction phenomena, nonlinear thermal expansion,

and nonlinear elastic parameters. Williams et al. [102] extend the work of [101]

by investigating HMX based energetic materials with the addition of plasticity and

microstructure considerations.
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Contribution to Physical Understanding

This dissertation further provides, in great detail, the results of investigating the

multiphysics associated with solid-solid phase transformations. Specifically, detailed

simulation results for single crystal HMX as well as HMX based plastic bonded ex-

plosives are provided with accompanying analysis. These results yield insight into

the intricate relationships between evolving material properties, microstructural ge-

ometry, and CTM response to thermo-mechanical stimuli. Specifically, this work

contributes ideas on the physics of the evolution of the specific heats, elastic moduli,

and coefficient of thermal expansion of materials undergoing phase transition. It also

contributes physical understanding of the effect of microstructure on the behavior of

plastic bonded explosives. Finally, it contributes physical understanding of the mate-

rial response of energetic materials experiencing various heating rates and mechanical

loading conditions.

1.5 Dissertation Overview

The remainder of this dissertation is organized as follows. Chapter 2 provides the

general equations of the chemo-thermo-mechanical model of phase change materi-

als, including the governing equations, constitutive equations, and thermodynamics.

Chapter 3 specifies the model as it pertains to the material systems and simulations

conducted in this work. Chapter 4 provides details on the numerical implementa-

tion of the model including descriptions of spatial discretization techniques, temporal

discretization techniques, and solution staggering techniques. Chapter 5 details the

calibration of the model. Chapter 6 provides results of the computational modeling

of the β → δ phase transition of single crystal HMX. Chapter 7 provides results of

the computational modeling of HMX based plastic bonded explosives. Chapter 8

concludes the dissertation by summarizing the work presented and outlining possible
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directions for future research. Appendix A provides additional details pertaining to

the Lagrangian representation of the model. Appendix B provides an analysis of

the chemo-thermal model under the special case of adiabatic, spatially homogeneous

dynamics.
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CHAPTER 2

CHEMO-THERMO-MECHANICAL MODEL OF PHASE CHANGE MATERIALS

2.1 Governing Equations

In this section, we present a formulation for the coupled chemo-thermo-mechanical

(CTM) framework. Let Ω0 ⊂ R3 denote the reference configuration of a given body at

a uniform reference temperature θ0 that undergoes a motion ϕ(0x⃗, t), where 0x⃗ ∈ Ω0

designates the position of a particle in the reference configuration and t ∈ R+ denotes

time (Figure 2.1). The boundary of the body in the reference configuration, 0Γ, is

partitioned by the Dirichlet (0Γu⃗ for displacement, 0Γθ for temperature) and Neumann

(0Γt⃗ for traction, 0Γq⃗ for heat flux) boundaries. Explicitly, 0Γ = 0Γu⃗ ∪ 0Γt⃗ while

0Γu⃗ ∩ 0Γt⃗ = ∅ and 0Γ = 0Γθ ∪ 0Γq⃗ while 0Γθ ∩ 0Γq⃗ = ∅. The unit outward normal

vector in the reference configuration is denoted 0n⃗. The associated symbols in the

current configuration are denoted without the preceding superscript 0 (Γ, n⃗, etc.).

The motion, accompanied with changes in the energy and the chemical composition

of the body, transforms the body to its current configuration denoted by Ω ⊂ R3. The

current position of the material point is x⃗(t) = ϕ(0x⃗, t), such that x⃗ = 0x⃗+ u⃗(0x⃗, t),

where u⃗ is the displacement vector. We introduce F(0x⃗, t) = 0∇ϕ(0x⃗, t) as the

deformation gradient. Here, 0∇ is the gradient with respect to 0x⃗ and 1 is the

second-order identity tensor.
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Figure 2.1. Kinematics of the framework.

Next, we consider local stress free states in the neighborhood N0 and define a

multiplicative decomposition of the total deformation gradient F into plastic (Fp),

thermal (Fθ) and elastic (Fe) parts given by [49, 58, 87]

F = Fe Fθ Fp. (2.1)

Throughout this work, tensors adjacent in this manner indicates standard matrix

multiplication unless otherwise noted. The plastic deformation gradient, Fp, defined

in the same sense as the elasto-plastic decomposition from Lee [49], yields an isother-

mal plastically deformed and relaxed configuration denoted by Np. The thermal

deformation gradient, Fθ, allows the free thermal expansion and contraction of Np

to obtain the second intermediate stress free state designated by Nθ[37, 95]. Fe is

the isothermal, stress-producing elastic deformation gradient.

It is well known that the intermediate configurations Np and Nθ are unique only
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up to a rigid body rotation [49]. In order to remedy this situation, we specify an

isotropic thermal deformation gradient given by

Fθ = ϑ(θ)1, (2.2)

where ϑ(θ) represents the stretch ratio in any material direction. The thermal stretch

ratio ϑ is a function of the coefficient of thermal expansion (CTE) and is defined as

ϑ(θ) = exp

[∫ θ

θ0

α(θ̃) dθ̃

]
, (2.3)

where θ is the current temperature and α(θ) is the temperature-dependent CTE.

Note that if the CTE is constant, then ϑ(θ) = exp[α(θ − θ0)]. To uniquely define

Fp, we assume that the plastic deformations are purely distortional in nature and do

not cause any rigid-body rotation [77]. It is also convenient to define the elastic left

Cauchy-Green tensor be ≡ Fe FT
e which, for isotropic thermal deformation, can be

expressed as

be = ϑ−2F C−1
p FT, (2.4)

where the plastic right Cauchy-Green tensor is defined as Cp ≡ FT
p Fp.

From here, we describe the governing equations of the CTMmodel. Let ρ0(
0x⃗) and

ρ(x⃗, t) be the mass densities in the reference and current configurations, respectively.

The conservation of mass in the material description reads

ρ0 = Jρ in Ω0 × R+, (2.5)

where J(0x⃗, t) is the determinant of F. The conservation of energy is given as

ρ ė = σ : l−∇ · q⃗+ ρ r in Ω× R+, (2.6)
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where e and r are the internal energy and the energy source per unit mass, σ is the

Cauchy (true) stress, and ˙(•) indicates the material time derivative of quantity (•),

i.e., the time derivative at fixed material point. The heat conduction, q⃗, is assumed

to follow Fourier’s model as

q⃗ = −Λ ∇θ, (2.7)

where Λ is the second-order spatial thermal conductivity tensor.

In Section 2.3, we show that the conservation of energy can be expressed in terms

of temperature as

ρcpθ̇ +∇ · q⃗ = ρ (r + qc + qe + qp) in Ω× R+, (2.8a)

θ(x⃗, t) = θ̃(x⃗, t) on Γθ × R+, (2.8b)

q⃗ · n⃗ = q̃(x⃗, t) on Γq⃗ × R+, (2.8c)

θ(x⃗, t = 0) = θ0 in Ω, (2.8d)

where cp is the specific heat at constant pressure, and qc, qe, and qp are the chemical,

elastic, and plastic heating terms per unit mass, respectively. Here, θ̃ and q̃ are the

prescribed temperature and heat flux on the boundary.

Neglecting mass diffusion, since the length scales involved in the continuum model

developed herein are much larger than the atomic scale, the conservation of Ns chem-

ical species in Nr reactions takes the form

ρẏn =
Nr∑

m=1

Mn νnm rc,m in Ω× R+, (2.9a)

yn(x⃗, t = 0) = yn,0 in Ω, (2.9b)

where yn and Mn are the mass fraction and molar mass of the n-th chemical species,

νnm is the stoichiometric coefficient difference (product minus reactant) for the n-th
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chemical species in reaction m, and rc,m is the rate of reaction of the m-th reaction

for n = 1, 2, · · · , Ns and m = 1, 2, · · · , Nr [64].

Finally, the conservation of momenta assuming quasi-static motion are given as

∇ · σ + ρ⃗f = 0⃗ in Ω, (2.10a)

σ = σT in Ω, (2.10b)

u⃗(x⃗) = ˜⃗u(x⃗) on Γu⃗, (2.10c)

σ · n⃗ = t⃗(x⃗) on Γt⃗, (2.10d)

where f⃗ is the body force per unit mass and t⃗ is the traction vector. Here, ˜⃗u(x⃗) is

the prescribed displacement of the boundary. We assume quasi-static motion since

the mechanical wave time scales are much faster than those of the thermal cook-off

problem.

2.2 Constitutive Equations

The Helmholtz free energy is assumed to follow an additive split given by

φ(θ, yn,be, χ⃗p) = φc(θ, yn) + φθ(θ) + φe(be, θ) + φp(χ⃗p), (2.11)

where φc, φθ, φe, and φp are the chemical, thermal, elastic, and plastic parts of the

Helmholtz energy per unit mass, respectively [95]. Here, χ⃗p is the vector of state

variables governing the plastic deformation. We take φc to be

φc(θ, yn) =
Ns∑
n=1

χn(θ)

Mn

yn, (2.12)

where χn is the chemical potential per mole of species n which is assumed to be, at

most, linear in temperature. The rate of the m-th reaction, rc,m, is defined using the
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law of mass action, neglecting the reverse reaction, as [64]

rc,m = kc,m

Ns∏
n=1

(
ρyn
Mn

)ν′nm

, (2.13)

where kc,m is the rate constant and ν ′
nm is the forward (reactant) stoichiometric

coefficient for the n-th species in reaction m. We model the reaction constant, kc,

using a modified Arrhenius law given by

kc,m = AmÂm(θ̇) exp

(
−Ea,m

Ruθ

)
, (2.14)

where Am and Ea,m are the usual pre-exponential factor and activation energy of

reaction m, respectively. Ru is the universal gas constant, and Âm is a corrective

factor for reaction m which is assumed to depend on the heating rate θ̇ [88, 98].

Inspired by linear theory [95], we take φθ to satisfy the relation −θ(∂2φθ/∂θ2) =

0cv + 9α2θκ/ρ0 such that

φθ(θ) =
0cv(θ − θ0)− 0cvθ log

[
θ

θ0

]
−
∫ θ

θ0

[∫ θ̃

θ0

9α2(θ̂)κ(θ̂)

ρ0
dθ̂

]
dθ̃, (2.15)

where κ(θ) is the temperature dependent bulk modulus and 0cv is the initial state

specific heat capacity at constant volume [37, 101].

Finally, we take φe to follow the relation given by [78, 85]

ρ0φe(be, θ) = JpJθ(Ŵe + Ue), (2.16a)

Ŵe(be, θ) =
1

2
µ(θ)[J−2/3

e tr(be)− 3], (2.16b)

Ue(Je, θ) =
1

4
κ(θ)

[
(Je − 1)2 + (ln Je)

2
]
, (2.16c)

where Je, Jθ, and Jp are the determinants of Fe, Fθ, and Fp respectively. Note also

that J2e = det(be). Here, µ(θ) is the temperature dependent shear modulus.

18



Little is known on closed forms of the plastic part of the Helmholtz energy, φp, due

to the nature of cold work as discussed in [69]. We consider rate independent, volume

preserving (Jp ≡ det(Fp) = 1) plastic response with isotropic linear hardening. The

yield surface is characterized in the stress space using the classical von Mises-Huber

criterion given by [41]

fp(τ e, εp) = ∥dev[τ e]∥ −
√

2

3
(σ0 +H εp) , (2.17)

where σ0 and H are the yield stress and isotropic hardening modulus of the material,

respectively. The deviator of a spatial tensor is given as dev[•] = (•)− 1
3
tr(•)1. The

Frobenius norm of a tensor is given as ∥•∥ =
√
• : •. εp is the plastic hardening

variable which is analogous to the equivalent plastic strain, and τ e is analogous to

the Kirchhoff stress that can be obtained from the Cauchy stress as τ e = Jeσ.

2.3 Thermodynamics

The internal energy is related to temperature through a Legendre transformation

given by e = φ + ηθ, where η = η(θ, yn,be, χ⃗p) is entropy per unit mass. With this,

the material time derivative of the internal energy is

ė = φ̇+ η̇θ + ηθ̇. (2.18)

It is easy to show from Eq. 2.1 that the spatial velocity gradient can be decomposed

in terms of the rates of independent variables as

l = le + F
[
F−1

p Ḟp

]
F−1 + αθ̇1 = le +

1

2
F−T

[
C C−1

p Ċp

]
F−1 + αθ̇1, (2.19)

where le = Ḟe F−1
e is regarded as the elastic spatial velocity gradient and C is the

total right Cauchy-Green tensor. Here, we have taken advantage of the fact that, for
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isotropic plasticity, Fp causes no rigid body rotation, i.e.,
[
ḞpF

−1
p

]sym
= ḞpF

−1
p such

that Ḟp = F−T
p Ċp/2. From Eq. 2.11, we use the chain rule to obtain

φ̇ =
∂φ

∂θ
θ̇ +

Ns∑
n=1

∂φ

∂yn
ẏn +

∂φ

∂be

: ḃe +
∂φ

∂χ⃗p

· ˙⃗χp. (2.20)

Here, it is convenient to express ḃe as

ḃe = le be + be l
T
e , (2.21)

such that

∂φ

∂be

: ḃe =
∂φ

∂be

: [le be] +
∂φ

∂be

:
[
be l

T
e

]
=

[
2
∂φ

∂be

be

]
: le (2.22)

where, due to the symmetry of be, we obtain symmetric derivative, ∂φ/∂be, also. Note

that we have not assumed commutativity of ∂φ/∂be and be. Thus Eq. 2.20 can be

recast as

φ̇ =
∂φ

∂θ
θ̇ +

Ns∑
n=1

∂φ

∂yn
ẏn +

[
2
∂φ

∂be

be

]
: le +

∂φ

∂χ⃗p

· ˙⃗χp. (2.23)

In an entirely similar manner, we find that

η̇ =
∂η

∂θ
θ̇ +

Ns∑
n=1

∂η

∂yn
ẏn +

[
2
∂η

∂be

be

]
: le +

∂η

∂χ⃗p

· ˙⃗χp. (2.24)

The second law of thermodynamics, in the form of the Clausius-Duhem [62, 93]

inequality, reads

σ : l− ρφ̇− ρθ̇η − 1

θ
q⃗ · ∇θ ≥ 0. (2.25)
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Substituting Eqs. 2.19 and 2.23 into Eq. 2.25 and rearranging gives

[
σ − 2ρ

∂φ

∂be

be

]
: le +

(
ασ : 1− ρ

∂φ

∂θ
− ρη

)
θ̇

+ σ :

{
1

2
F−T

[
C C−1

p Ċp

]
F−1

}
− ρ

∂φ

∂χ⃗p

· ˙⃗χp

− ρ
Ns∑
n=1

∂φ

∂yn
ẏn −

1

θ
q⃗ · ∇θ ≥ 0. (2.26)

As per the usual Coleman-Noll procedure [15], we conclude that the Cauchy stress is

given by

σ = 2ρ
∂φ

∂be

be =
2

Je

∂We

∂be

be, (2.27)

where We(be, θ) = Ŵe + Ue. We also conclude that the entropy reads

η =
ασ : 1

ρ
− ∂φ

∂θ

∣∣∣∣
be

= −∂φ

∂θ

∣∣∣∣
F

. (2.28)

Finally, we obtain the respective chemical, thermal, and plastic dissipation inequali-

ties as

Dc ≡ −
Ns∑
n=1

∂φ

∂yn
ẏn ≥ 0, (2.29a)

Dθ ≡ −1

θ
q⃗ · ∇θ ≥ 0, (2.29b)

Dp ≡ 1

ρ
σ :

{
1

2
F−T

[
C C−1

p Ċp

]
F−1

}
− ∂φ

∂χ⃗p

· ˙⃗χp ≥ 0. (2.29c)

Using Eqs. 2.19 and 2.23, Eqs. 2.27 and 2.28, as well as Eq. 2.29 in Eq. 2.18 and

rearranging yields

ρė = ρθη̇ + σ : l− ρ(Dc + Dp) . (2.30)
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Using this result in Eq. 2.6, simplifying, and rearranging gives the entropy form of

the conservation of energy as

ρθη̇ = −∇ · q⃗+ ρ(Dc + Dp + r) . (2.31)

Finally, using Eq. 2.24 in Eq. 2.31 and rearranging gives

ρcpθ̇ +∇ · q⃗ = ρ (r + qc + qe + qp) in Ω× R+, (2.32)

where

cp ≡ θ
∂η

∂θ

∣∣∣∣
be

= 0cv +
9α2θ

ρ
(κ/J + p) + 3

dα

dθ
θ
p

ρ
− α ℓe : 1− θ

∂2φe

∂θ2

∣∣∣∣
be

, (2.33)

is the specific heat (at constant elastic strains and, thus, constant pressure). Here,

ℓe ≡ −θ(∂σ/∂θ|be
)/ρ is the spatial latent heat tensor at constant elastic strains. It

can readily be shown that ℓe : 1 = −3pθ(κ′/κ) /ρ where κ′ = dκ/dθ. The respective

chemical, elastic, and plastic heating terms are

qc ≡ Dc −
Ns∑
n=1

θ
∂η

∂yn
ẏn = −

Ns∑
n=1

(
∂φ

∂yn
+ θ

∂η

∂yn

)
ẏn = −

Ns∑
n=1

∂e

∂yn
ẏn, (2.34a)

qe ≡ −
[
2θ

∂η

∂be

be

]
: le, (2.34b)

qp ≡ Dp − θ
∂η

∂χ⃗p

· ˙⃗χp. (2.34c)

Here, we have used Eq. 2.12 in Eq. 2.34a. It is straightforward to show that the

specific heat at constant total deformation (i.e., constant volume) can be computed

as

cv ≡ θ
∂η

∂θ

∣∣∣∣
F

= −θ
∂2φ

∂θ2

∣∣∣∣
F

= cp − α ℓ : 1, (2.35)
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where ℓ ≡ −θ(∂σ/∂θ|F)/ρ is the spatial latent heat tensor at constant total strain. It

can readily be shown that ℓ : 1 = [9αθ(Je∂
2Ue/∂J2e)− 3pθ(κ′/κ)] /ρ. By noting that, at

the reference state, Je = 1, p = 0, and ρ = ρ0, for typical volumetric elastic potentials

(e.g., Eq. 2.16c), we recover the canonical relation between the heat capacities as

0cv =
0cp −

9α2
0θ0κ0

ρ0
, (2.36)

where α0 = α(θ0), κ0 = κ(θ0), and ∂2Ue/∂J2e(Je = 1) → κ [22]. Here, 0cp is the initial

state specific heat capacity at constant pressure.

By the principle of maximum plastic dissipation [76, 77], we must maximize

Eq. 2.29c, subject to the constraint that the yield function is less than or equal

to 0. This corresponds to the constrained optimization problem, formulated in the

unstressed configuration,

maximize Lp ≡ ρθDp − λ̇pfp, (2.37)

where ρθ is the density in the unstressed configuration and λ̇p serves as the plastic

consistency variable. Noting that ρ0 = JpJθρθ = Jρ such that ρθ/ρ = J/(JpJθ) = Je,

Lp becomes

Lp = [Jeσ] :

{
1

2
F−T

[
C C−1

p Ċp

]
F−1

}
− ρθ

∂φ

∂χ⃗p

· ˙⃗χp − λ̇pfp,

= τ e :

{
1

2
F−T

[
C C−1

p Ċp

]
F−1

}
+ k · ˙⃗χp − λ̇pfp, (2.38)
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where we define k ≡ −ρθ ∂φ/∂χ⃗p. The condition ∂Lp/∂τ e = 0 gives the flow rule as

1

2
F−T

[
C C−1

p Ċp

]
F−1 = λ̇pn,

⇐⇒

−1

2
F
[
Ċ−1

p Cp C−1
]
FT = λ̇pn, (2.39)

where n ≡ ∂f/∂τ e is the normal to the yield surface. The condition ∂Lp/∂k = 0 gives

the hardening law as

˙⃗χp = λ̇p
∂fp
∂k

. (2.40)

Finally, the complementarity condition requires

λ̇pfp = 0. (2.41)

It’s worth noting that Cp C−1 = ϑ−2FT b−1
e F−T such that Eq. 2.39 can be expressed

as

−1

2
ϑ−2F Ċ−1

p FT b−1
e = λ̇pn, (2.42)

or simply

−1

2
F Ċ−1

p FT = λ̇pn
(
ϑ2be

)
. (2.43)

We note that ϑ2be = (J/Jp)
2/3 b̂e, where the volume preserving component of a

strain tensor is given as (̂•) = det(•)−1/3(•). Therefore, for Jp = 1, we have the flow
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rule in the spatial description,

−1

2
F Ċ−1

p FT = λ̇pn J2/3 b̂e. (2.44)

Note that this flow rule is entirely similar to that derived in [76]. Namely, in the

isothermal limit (θ → θ0), F Ċ−1
p FT = Lv(be), the Lie derivative [82] of be, and

J = Je such that J2/3 b̂e = be. Finally, the plastic hardening variable is governed by

the evolution equation [41],

ε̇p =

√
2

3
λ̇p. (2.45)
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CHAPTER 3

MODEL SPECIFICATION

In this section, we use the general theory presented in Chapter 2 and apply it to

phase transition in energetic materials (i.e., HMX, PBX).

3.1 Chemistry

We consider a one step reaction (Nr = 1) for the β → δ phase transition of HMX

as

β → δ. (3.1)

We note that the molar masses are identical, Mβ = Mδ = M , and that ν ′
β = 1, ν ′

δ = 0

with yβ + yδ = 1 → yβ = 1 − yδ. Utilizing these identities, Eq. 2.9 and Eq. 2.13

simplify to

ẏn = νnkc (1− yδ) , (3.2)

where the reaction rate constant, Eq. 2.14, becomes simply kc for m = 1. I.e., we

have

rc = kc
ρ(1− yδ)

M
, (3.3a)

kc = AÂ(θ̇) exp

(
− Ea

Ruθ

)
. (3.3b)

Substituting this into Eq. 2.34a, the chemical heating term reads

qc = −
Ns∑
n=1

enνnkc (1− yδ) = −kc (1− yδ)∆erxn, (3.4)
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where en = ∂e/∂yn and ∆erxn =
∑Ns

n=1 enνn = ∆hrxn − ∆(3p/ρ) is the change in the

internal energy per unit mass for the reaction. Here, ∆hrxn is the heat of reaction

per unit mass.

3.2 Thermodynamics

In light of Eqs. 2.11 and 2.12, Eqs. 2.15 and 2.16, and Eq. 2.28, we can express

entropy as

η = 0cv log

[
θ

θ0

]
+

∫ θ

θ0

9α2(θ̂)κ(θ̂)

ρ0
dθ̂ +

3αp

ρ
− 3αφe

− 1

Je ρ

(
µ′

µ
Ŵe +

κ′

κ
Ue

)
−

Ns∑
n=1

1

Mn

∂χn

∂θ
yn, (3.5)

where σ : 1 = 3p and µ′ = dµ/dθ. For the elastic potential given by Eq. 2.16, Eq. 2.33

becomes

cp = 0cv +
9α2θ

ρ
(κ/J + p) + 3

dα

dθ
θ
p

ρ
+ 3αθ

κ′

κ

p

ρ
− θ

∂2φe

∂θ2

∣∣∣∣
be

, (3.6a)

∂2φe

∂θ2

∣∣∣∣
be

= 9α2φe + 3
dα

dθ
φe +

6α

Je ρ

(
µ′

µ
Ŵe +

κ′

κ
Ue

)
+

1

Je ρ

(
µ′′

µ
Ŵe +

κ′′

κ
Ue

)
, (3.6b)

where µ′′ = d2µ/dθ2 and κ′′ = d2κ/dθ2.
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3.3 Mechanics

For the potential given by Eq. 2.16 and the yield function given by Eq. 2.17, the

Cauchy stress, τ e, and the normal to the yield surface become

σ =
2

Je

∂We

∂be

be =(µ/Je) dev
[
b̂e

]
+ p1, (3.7a)

τ e = Jeσ = µdev
[
b̂e

]
+ pJe1, (3.7b)

n =
dev[τ e]

∥dev[τ e]∥
, (3.7c)

where p ≡ ∂Ue/∂Je is pressure. We model HMX as a hyperelastic solid such that

Fp = 1 while Eq. 2.44 becomes 0. For the binder, using Eq. 3.7b to express b̂e as

b̂e = dev[τ e] /µ+(1/3)tr
(
b̂e

)
1 = (∥dev[τ e] ∥/µ)n+(1/3)tr

(
b̂e

)
1, Eq. 2.44 becomes

−1

2
F Ċ−1

p FT = λ̇pn J2/3
[
∥dev[τ e] ∥

µ
n+

1

3
tr
(
b̂e

)
1

]
. (3.8)

From this, by neglecting the first term in brackets which is on the order of the flow

stress over the moduli, we obtain an associative flow rule given by

F Ċ−1
p FT = −2

3
λ̇p J2/3tr

(
b̂e

)
n. (3.9)

By noting that tr
(
b̂e

)
= J−2/3(Ĉ−1

p : C), we rearrange Eq. 3.9 to get the flow rule in

the material frame as

Ċ−1
p = −2

3
Λ̇p (Ĉ−1

p : C)N, (3.10)

where

N ≡ F−1 n F−T =
DEV[S]√

[C DEV[S]] : [DEV[S] C]
(3.11)
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is the normal to the yield surface in the material frame and Λ̇p = λ̇p is the material

frame plastic consistency parameter. Here, DEV[•] =(•)−(• : C)C−1 is the deviator

of a material tensor and S is the second (symmetric) Piola-Kirchhoff tensor. These

quantities are further elaborated upon in Appendix A.2. It’s worth noting that, using

Eq. 3.9 and the identity Ċp = −Cp Ċ−1
p Cp, Eq. 2.29c can be written as

Dp =
λ̇p

ρ
σ : n− ∂φ

∂χ⃗p

· ˙⃗χp ≥ 0. (3.12)

The elastic heating term can be computed by substituting Eqs. 2.27 and 3.5 in

Eq. 2.34b to get

qe = −
[
2θ

∂η

∂be

be

]
: le =

3αθ

ρ

[
dev[σ]−

(
Je
∂2Ue

∂Je
2

)
1

]
: le,

=
3αθ

ρ

[
dev[σ]−

(
Je
∂2Ue

∂Je
2

)
1

]
: de, (3.13)

where de = [le]
sym is the elastic symmetric velocity gradient. Here, we have noted

that Je = [det(be)]
1/2 which gives ∂Je/∂be = Jeb

−1
e /2. Moreover, we note that the

tensor in brackets is symmetric. By taking the symmetric part of Eq. 2.19 yields

de = d− 1

2
F−T

[
C C−1

p Ċp

]sym
F−1 − αθ̇1,

=
1

2
F−T

[
Ċ−

[
C C−1

p Ċp

]sym
− 2αθ̇C

]
F−1, (3.14)

where d = [l]sym = F−T Ċ F−1/2 is the total symmetric velocity gradient. Noting

from Eq. 2.28 that ∂η/∂χ⃗p = 0 since φp has no temperature dependence in our for-

mulation, making use of Eq. 2.44 and the identity Ċp = −Cp Ċ−1
p Cp, the plastic

heating term, Eq. 2.34c, becomes

qp = Dp =
λ̇p

ρ
σ : n− ∂φ

∂χ⃗p

· ˙⃗χp ≈ fTQ

ρ
λ̇pσ : n. (3.15)
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As previously noted, little is known on closed forms of the plastic part of the Helmholtz

energy, φp, due to the nature of cold work. As such, the term in Eq. 3.15,(∂φ/∂χ⃗p) · ˙⃗χp,

is approximated as the product of the first term and (1− fTQ) where fTQ ∈ (0, 1) is

the Taylor-Quinney factor [25, 91].

We utilize the nonlinear model for the CTE given by Eq. 5.3 and the nonlinear

model for the bulk modulus given by Eq. 5.6. The shear modulus is computed using

Eq. 5.6 with the canonical relation µ(θ) = 3κ(θ)(1 − 2ν)/(2(1 + ν)) where ν is the

Poisson ratio.
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CHAPTER 4

NUMERICAL IMPLEMENTATION

4.1 Chemo-thermal Solver Spatial Discretization

In order to employ the finite element method in solving Eqs. 2.8 and 2.9, we

introduce the following function spaces for the mass fraction field

Υ :=
{
Y (0x⃗, t) ∈ Hk(Ω0)

∣∣ Y (0x⃗, t) = Ỹ (0x⃗, t) on 0ΓD × (0, T ]
}
, (4.1a)

δΥ :=
{
δY (0x⃗) ∈ Hk(Ω0)

∣∣ δY (0x⃗) = 0 on 0ΓD

}
, (4.1b)

and temperature field

Θ :=
{
θ(0x⃗, t) ∈ Hk(Ω0)

∣∣ θ(0x⃗, t) = θ̃(0x⃗, t) on 0ΓD × (0, T ]
}
, (4.2a)

δΘ :=
{
δθ(0x⃗) ∈ Hk(Ω0)

∣∣ δθ(0x⃗) = 0 on 0ΓD

}
, (4.2b)

where Hk(Ω0), k ∈ {1, 2} are standard Sobolev spaces [1]. The existence and unique-

ness of the solution will not be addressed in this dissertation. We proceed under the

assumption that the relevant initial and boundary value problems admit workable so-

lutions in the aforementioned spaces; thereby, we construct numerical approximations

of the solution (see, for example, [8] for further discussion).
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4.2 Mechanical Solver Spatial Discretization

4.2.1 Three-field de Veubeke-Hu-Washizu Variational Principle

To enable the modeling of both compressible and ‘nearly incompressible’ solids, we

derive a three field method for the mechanical solver by introducing the ‘mechanical

volume’ γ as an independent variable

γ = Je (4.3)

where Eq. 4.3 is enforced in a weak sense [85] using Lagrange multiplier p which

constitutes the third field of the formulation. The associated Lagrange functional is

given as

V =

∫
Ω0

[
Ŵe(be) + Ue(γ) + p(Je − γ)

]
JpJθ dΩ0, (4.4a)

δV = Ru +Rp +Rγ. (4.4b)

Taking the appropriate variations of V gives the residual equations as

Ru ≡ δuV =

∫
Ω0

τ ij : δeij dΩ0, (4.5a)

Rp ≡ δpV =

∫
Ω0

δp [J− γJθJp] dΩ0, (4.5b)

Rγ ≡ δγV =

∫
Ω0

δγ [U ′
e(γ, θ)− p] JθJp dΩ0. (4.5c)
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Eq. 4.5 is solved simultaneously using Newton-Raphson iteration, where the system

of equations is given as



Kuu Kup Kuγ

Kpu Kpp Kpγ

Kγu Kγp Kγγ





∆u⃗
(k+1)
n+1

∆p
(k+1)
n+1

∆γ
(k+1)
n+1


= −



Ru

Rp

Rγ


(4.6)

The associated tangents are

Kuu =

∫
Ω0

[δeij : aijkl : δekl + τ ij : δδeij] dΩ0, (4.7a)

Kup =

∫
Ω0

J δij : δeij δp dΩ0 = KT
pu, (4.7b)

Kuγ = KT
γu = 0, (4.7c)

Kpp = 0, (4.7d)

Kγp = −
∫
Ω0

δγ δpJθJp dΩ0 = KT
pγ, (4.7e)

Kγγ =

∫
Ω0

δγ δγ U ′′
e (γ, θ)JθJp dΩ0. (4.7f)

Explicit formulae for calculating aijkl are provided in Section 4.3.4 while

δeij ≡
[
δF F−1

]sym
ij

, (4.8a)

δδeij ≡
[
F−T δFT δF F−1

]
ij
. (4.8b)
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In order to employ the finite element method in solving Eq. 4.5, we introduce the

following function spaces for the displacement field,

U :=
{
u⃗(x⃗, t) ∈ Hk(Ω)

∣∣ u⃗(x⃗, t) = ˜⃗u(x⃗, t) on ΓD × (0, T ]
}
, (4.9a)

δU :=
{
δu⃗(x⃗) ∈ Hk(Ω)

∣∣ δu⃗(x⃗) = 0 on ΓD

}
, (4.9b)

pressure field,

P :=
{
p(x⃗, t) ∈ H0(Ω)

}
, (4.10a)

δP :=
{
δp(x⃗, t) ∈ H0(Ω)

}
, (4.10b)

and mechanical volume field,

Γ :=
{
γ(x⃗, t) ∈ H0(Ω)

}
, (4.11a)

δΓ :=
{
δγ(x⃗, t) ∈ H0(Ω)

}
, (4.11b)

where Hk(Ω), k ∈ {0, 1, 2} are standard Sobolev spaces [1]. As mentioned before, the

existence and uniqueness of the solution will not be addressed in this dissertation.

We, again, proceed under the assumption that the relevant initial and boundary

value problems admit workable solutions in the aforementioned spaces; thereby, we

construct numerical approximations of the solution.

4.2.2 Generalized Plane Strain Condition

Generalized plane strain conditions are used in order to reduce the three dimen-

sional problem to a two dimensional one [70]. The motion in the third dimension is

taken to be a uniform stretch given by uz(Z, t) =(s(t)− 1)Z where s(t) is chosen to
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minimize the residual given by

Rz(t) ≡
1

Ω

∫
Ω

[
σzz −

1

2
(σxx + σyy)

]
dΩ =

1

Ω

∫
Ω

−3

2

(
σdev

xx + σdev
yy

)
dΩ. (4.12)

This is done in order to emulate an isotropic stress response. This equates to mod-

ifying the deformation gradient at each gauss point as Fzz(t) = s(t). Minimization

of Eq. 4.12 is performed as a separate sub-cycle in the staggered scheme using the

secant method.

4.3 Temporal Discretization

4.3.1 Adaptive Time Stepping

We use an adaptive time stepping scheme in which the time step size varies with

the nonlinear CTE of the HMX particles as

δ(θΓ) ≡ 1 + 4

(
∆tmax

∆tmin

− 1

)
e−ω(θΓ−θT )

[1 + e−ω(θΓ−θT )]
2 ,

∆t(θΓ) := ∆tmax/δ(θΓ), (4.13)

where ω and θT are the same parameters as those discussed later in Eq. 5.3 and θΓ

is the (prescribed) temperature at the boundary of the domain. Here, ∆tmax and

∆tmin are user prescribed parameters which determine the maximum and minimum

time steps taken in the simulation, respectively. Figure 4.1 graphically depicts the

qualitative form of Eq. 4.13. The actual values for ∆tmax and ∆tmin for simulations

described in Chapters 6 and 7 are given in Sections 6.1 and 7.1.
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Figure 4.1. Graphical depiction of the prescribed adaptive time step.

4.3.2 Staggered Solution Strategy

Figure 4.2 shows an overview of the staggered solution strategy used to solve a

full CTM problem. Given the fields at time tn for a given time discretization, the CT

solver computes the thermal and species fields for time step tn+1 for the first subcycle

(k = 0) by Newton-Raphson iteration (j) with convergence criteria defined as

rk,jn+1 ≡

∥∥∥Rk,j
n+1

∥∥∥∥∥∥Rk=0,j=0
n+1

∥∥∥ < TOL (4.14)

for small tolerance TOL, typically on the order 10−5. These newly calculated fields

are then used, as needed, by the generalized plane strain solver to compute s(t)

required for Eq. 4.12. In turn, the intermediate computed fields are used by the

mechanical solver to compute the remaining mechanical fields for time step tn+1

with the same criteria. With the new thermal, species, and mechanical fields, the
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convergence criteria Eq. 4.14 are again checked for each field. If each is satisfied, the

solutions are considered converged and the time step is propagated; otherwise, the

solvers are each called again with these new fields for another subcycle. The number

of subcycles required for the simulations described in Chapters 6 and 7 are given in

Sections 6.1 and 7.1.

t = tn : ~un, θn, ~yn, sn known

Begin subcycle (k = 0)

tn+1 = tn + ∆tn+1

~ukn+1 = ~un

θkn+1 = θn

~ykn+1 = ~yn

Call mechanical solver
compute ~uk+1

n+1 with θk+1
n+1, ~y

k+1
n+1, and sk+1

n+1

Call chemo-thermal solver
compute θk+1

n+1 and ~yk+1
n+1

Subcycle converged?

k = k + 1

no

yes

End subcycle

~un+1 = ~ukn+1

θn+1 = θkn+1

~yn+1 = ~ykn+1

Propagate time step

skn+1 = sn

Call generalized plane strain solver
compute sk+1

n+1 with θk+1
n+1 and ~yk+1

n+1

sn+1 = skn+1

Figure 4.2. Diagram of the CTM solver algorithm.
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4.3.3 Chemical Integration Algorithm

As previously mentioned, the thermo-chemical and mechanical fields are solved

using a staggered scheme (isothermal split) until a global convergence is met [27].

In this manner, the conservation of chemical species, Eq. 2.9, is solved at the Gauss

points using a forward finite difference scheme performed during the thermal solver

routine. The discretization is given as

[y⃗]n+1 = [y⃗]n +
[∆t]n+1

[ρ]n
M⃗ ν [r⃗c]n , (4.15)

where y⃗ and M⃗ are vectors of the chemical species mass fractions and their corre-

sponding molar masses, ν is a matrix of stoichiometric coefficients with row corre-

sponding to species and column corresponding to reaction number, and r⃗c is a vector

of the rates of reaction for each reaction.

4.3.4 Plastic Integration Algorithm

As previously mentioned, the thermo-chemical and mechanical fields are solved

using a staggered scheme (isothermal split) until a global convergence is met [27].

The integration of Eq. 3.9 is done by means of an elastic predictor / plastic corrector

algorithm performed in the material frame to preserve objectivity. The process begins

with a configuration update using given displacement and temperature fields,

[F]n+1 = 1+ 0∇ [u⃗]n+1 , (4.16a)

[J]n+1 = det
(
[F]n+1

)
, (4.16b)

[Jθ]n+1 = ϑ3([θ]n+1). (4.16c)
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Eq. 3.10 as well as the hardening law, Eq. 2.45, are discretized in time using backward

Euler finite difference schemes given by

[
C−1

p

]
n+1

=
[
C−1

p

]
n
− 2

3
∆λp

([
Ĉ−1

p

]
n+1

: [C]n+1

)
[N]n+1 (4.17a)

[εp]n+1 = [εp]n +

√
2

3
∆λp, (4.17b)

where, for convenience, we use ∆λp universally. We continue by obtaining the trial

elastic predictor state by ‘freezing’ plastic flow such that the plastic configuration

remains unchanged. This amounts to supposing ∆λp = 0, such that Eq. 4.17 yields

[̃
C−1

p

]
=
[
C−1

p

]
n
, (4.18a)

[̃εp] = [εp]n , (4.18b)

where [̃•] indicates the trial state of quantity •. Eq. 4.18a is then pushed forward to

the material configuration in order to compute

[̃
b̂e

]
=
[
J−2/3

]
n+1

[F]n+1

[̃
C−1

p

] [
FT
]
n+1

, (4.19a)

deṽ[τ e] = µ dev
[̃
b̂e

]
= µ

([̃
b̂e

]
− 1

3
tr
(
b̂e

)
1

)
, (4.19b)

[̃fp] =
∥∥∥deṽ[τ e]

∥∥∥−√2

3

(
σ0 +H [̃εp]

)
. (4.19c)

Eq. 4.19c, along with the discrete Kuhn-Tucker complementarity conditions,

∆λp ≥ 0, (4.20a)

fp ≤ 0, (4.20b)

∆λp fp = 0, (4.20c)
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allows us to assess the admissibility of our trial elastic state. In the case of [̃fp] ≤ 0,

the result of the elastic predictor is a state which obeys Eq. 4.20 such that the trial

elastic step is, indeed, the solution for timestep tn+1. However, in the case that

[̃fp] > 0, it follows that our trial state is nonadmissible. Namely, [τ e]n+1 ̸= [̃τ e],

which implies that
[
b̂e

]
n+1

̸=
[̃
b̂e

]
, which further implies that

[
C−1

p

]
n+1

̸=
[̃
C−1

p

]
,

such that we must have ∆λp > 0. In such a case, we have a plastic step and must

perform a radial return mapping. We begin by noting that, since TR
(
[N]n+1

)
= 0,

we have from Eq. 4.17a that

TR
([

C−1
p

]
n+1

)
= TR

([̃
C−1

p

])
, (4.21)

regardless of the value of ∆λp. Here, the trace of a material tensor is given as TR(•) =

• : C. In this case, it is easy to show that TR(N) = tr(n) = 0. Eq. 4.21 also implies

that tr

([
b̂e

]
n+1

)
= tr

([̃
b̂e

])
. Substituting these equations into Eqs. 4.17a and 4.19a,

then using the results in Eq. 4.19b applied to the tn+1 state, we get

dev[τ e]n+1 = µ dev
[̃
b̂e

]
− 2

3
µ∆λptr

([̃
b̂e

])
,

= deṽ[τ e]−
2

3
µ∆λptr

([̃
b̂e

])
[n]n+1 . (4.22)

From this, we can proceed by noting that dev[τ e]n+1 =
∥∥dev[τ e]n+1

∥∥ [n]n+1 and

deṽ[τ e] =
∥∥∥deṽ[τ e]

∥∥∥ [̃n]. Using these, we can recast Eq. 4.22 to get

∥∥dev[τ e]n+1

∥∥ [n]n+1 =
∥∥∥deṽ[τ e]

∥∥∥ [̃n]− 2

3
µ∆λptr

([̃
b̂e

])
[n]n+1 ,

⇐⇒∥∥∥deṽ[τ e]
∥∥∥ [̃n] =(∥∥dev[τ e]n+1

∥∥+ 2

3
µ∆λptr

([̃
b̂e

]))
[n]n+1 . (4.23)
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Thus, if we require that

∥∥∥deṽ[τ e]
∥∥∥ =

∥∥dev[τ e]n+1

∥∥+ 2

3
µ∆λptr

([̃
b̂e

])
,

⇐⇒∥∥dev[τ e]n+1

∥∥ =
∥∥∥deṽ[τ e]

∥∥∥− 2

3
µ∆λptr

([̃
b̂e

])
, (4.24)

we can assert that

[n]n+1 = [̃n], (4.25)

⇐⇒

[N]n+1 = [̃N]. (4.26)

In addition, we require that [fp]n+1 = 0. I.e., we must have

[fp]n+1 =
∥∥dev[τ e]n+1

∥∥−√2

3

(
σ0 +H [εp]n+1

)
,

=
∥∥∥deṽ[τ e]

∥∥∥− 2

3
µ∆λptr

([̃
b̂e

])
−
√

2

3

(
σ0 +H

[
[εp]n +

√
2

3
∆λp

])
,

=
∥∥∥deṽ[τ e]

∥∥∥−√2

3

(
σ0 +H [εp]n

)
− 2

3
µ∆λptr

([̃
b̂e

])
− 2

3
H∆λp,

= 0,

or simply

[̃fp]−
2

3

(
µtr

([̃
b̂e

])
+H

)
∆λp = 0. (4.27)

41



This allows the determination of ∆λp > 0 as

∆λp =
(3/2)[̃fp]

µtr

([̃
b̂e

])
+H

. (4.28)

Thus the discrete governing equations which define the elastic predictor / plastic cor-

rector return-mapping algorithm are determined. Further discussions on this process

are readily available [76, 79] including discussions on the importance of determining

the discrete governing equations entirely in terms of the trial elastic state. Further-

more, a concise summary of the algorithm including consistent (exact) tangent terms

to be used in Eq. 4.7 is provided below. The algorithm is performed at each Gauss

point for each Newton-Raphson iteration of the mechanical solver.

Spatial Plastic Integration Algorithm

1. Update the configuration.

[F]n+1 = 1+ 0∇ [u⃗]n+1

[J]n+1 = det
(
[F]n+1

)
[Jθ]n+1 = ϑ3([θ]n+1)

2. Compute trial material elastic predictor state.

[̃
C−1

p

]
=
[
C−1

p

]
n
,

[̃
b̂e

]
=
[
J−2/3

]
n+1

[F]n+1

[̃
C−1

p

] [
FT
]
n+1

deṽ[τ e] = µ dev
[̃
b̂e

]
, dev[̃τ ] = [Jθ]n+1 deṽ[τ e]

[̃n] =
deṽ[τ e]∥∥∥deṽ[τ e]

∥∥∥ , [̃N] =
[
F−1

]
n+1

[̃n]
[
F−T

]
n+1

[̃εp] = [εp]n

[̃I1] = tr

([̃
b̂e

])
, µ̄ =

1

3
µ [Jθ]n+1 [̃I1]

∆λp = 0, ζ0 = ζ1 = ζ2 = ζ3 = ζ4 := 0
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3. Check for plastic loading.

[̃fp] =
∥∥∥deṽ[τ e]

∥∥∥−√2

3

(
σ0 +H [̃εp]

)
IF [̃fp] ≤ 0, set [•]n+1 = [̃•] and proceed to 5 (elastic step).

ELSE, proceed to 4 (plastic step).

4. Perform return mapping and update the scaling parameters.

∆λp :=
(3/2)[̃fp]

µ[̃I1] +H

ζ0 :=
µ[̃I1][

µ[̃I1] +H
]

ζ1 :=
2µ̄∆λp∥∥∥dev[̃τ ]∥∥∥

ζ2 :=(1− ζ0)
2∆λp

∥∥∥dev[̃τ ]∥∥∥
3µ̄

ζ3 := ζ0 − ζ1 + ζ2

ζ4 :=(ζ0 − ζ1)

∥∥∥dev[̃τ ]∥∥∥
µ̄

5. Compute tangents.

Isymijkl ≡
1

2
[δik δjl + δil δjk]

[̃a]
dev

ijkl ≡ 2µ̄

[
Isymijkl −

1

3
δijδkl

]
− 2

3

∥∥∥dev[̃τ ]∥∥∥ [[̃n]ijδkl + δij [̃n]kl

]
adev
ijkl ≡ [̃a]

dev

ijkl − ζ1 [̃a]
dev

ijkl − 2µ̄ζ3 [̃n]ij [̃n]kl − 2µ̄ζ4 [̃n]ijdev
[
[̃n]

2]
kl

avol
ijkl ≡ [p]n+1 [J]n+1

[
δijδkl − 2Isymijkl

]
a ≡ adev + avol
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6. Update the intermediate configuration and stress.

[
C−1

p

]
n+1

=
[̃
C−1

p

]
− 2

3
∆λp TR

([̃
C−1

p

])
[̃N][

b̂e

]
n+1

=
[
J−2/3

]
n+1

[F]n+1

[
C−1

p

]
n+1

[
FT
]
n+1

[εp]n+1 = [̃εp] +

√
2

3
∆λp

dev[τ ]n+1 = dev[̃τ ]− 2µ̄∆λp [̃n]

[τ ]n+1 = dev[τ ]n+1 + [p]n+1 [J]n+1 1

We conclude by making a few remarks on the algorithm. First, the fields [u⃗]n+1,

[p]n+1, and [γ]n+1 are given from the assumed increment of the Newton-Raphson

algorithm. In addition, [θ]n+1 is given by transfer from the chemo-thermal solver.

Furthermore, all fields from the previous time step(s) are presumed resolved. Next,

we note, due to the assumption of volume preserving plasticity, that Cp and Ĉp

are interchangeable, and that the computation of avol is independent of the plastic

integration algorithm. Finally we note, since the scaling parameters are initialized

to 0 in Step 2. of the algorithm, that adev reduces simply to [̃a]
dev

in the case of an

elastic step.

4.3.5 High Performance Computing

The computational implementation is parallelized through the use of multithread-

ing. This is done with the OpenMP application programming interface (API) which

is a library of compiler directives and callable routines that extend C++ to utilize

shared memory parallelism [17]. Figure 4.3 shows the result of a scaling analyis of

the implementation. The percent decrease in total time and time for the generalized

finite element (GFEM) routines are computed as |t − t1|/t1 where t1 is the time for

one (1) thread (no parallelism). We can see considerable speedup until 16 threads,

after which the improvement in efficiency levels out (GFEM) or lessens (total time).
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Upon further investigation, the lessening of the total time efficiency is due to the

decrease in efficiency of the linear solver routines.
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Figure 4.3. A plot of the percent decrease in computation time as a
function of the number of threads for the generalized finite element routines

(GFEM) and total time (GFEM, linear solvers, input, and output).

This suggests that special attention must be paid to thread number selection,

especially when increasing the number of degrees of freedom and, hence, the resources

required by the linear solvers. Furthermore, system architecture plays a significant

role in the efficiency of the OpenMP implementation. Namely, the number of available

processors influences, directly, the performance of the multithreading process.
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CHAPTER 5

MODEL CALIBRATION

This chapter details this calibration of the model described in Chapters 2 and 4.

This calibration is conducted using available experimental data. The simulations

described in Chapters 6 and 7 make use of the material parameters determined from

this calibration.

5.1 Chemistry

For the chemical model, Weese et al. [97] measured the kinetics of the HMX β → δ

phase transformation for heating rates of 1, 2, 5, and 10 [K/min]. They determined

first order reaction parameters A = 2.000 × 1048 [s−1] and Ea = 432.0 [kJ/mol].

By substituting Eq. 3.3 into Eq. 2.9 and simplifying, we find that the evolution

equation for the δ-HMX mass fraction becomes ẏδ = kc(1 − yδ). By approximating

ẏδ ≈ θ̇(∂yδ/∂θ) and treating θ̇ as fixed, this becomes an ordinary differential equation

in yδ and θ with the initial condition yδ(θ0) = 0. The solution can be computed as

yδ(θ) = 1− exp
(
−AÂ [f1(θ) + f2(θ)] /θ̇

)
, (5.1)

f1(θ) ≡
Ea

Ru

Ei

(
− Ea

Ruθ

)
, f2(θ) ≡ θ exp

(
− Ea

Ruθ

)
,

where Ei is the exponential integral [30]. Substituting Eq. 5.1 into Eq. 3.4 yields

function qc(θ) where, again, θ̇ is treated as a fixed parameter. It is important to note

that treating θ̇ as fixed is valid only in the temperature regime considered for the DSC

experiments in which the energy supplied by the DSC is used to traverse the reaction.
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This is done since solution of the full model repeatedly for a wide swath of potential

parameters, as would be necessary for a nonlinear least squares minimization process,

would be computationally expensive. For other settings (e.g., those considered for

the simulations described in Chapters 6 and 7), θ̇ is determined by the physics. We

perform a least squares fit of qc(θ) to the DSC heat release data for each heating rate.

The corrective factor, Â, is assumed to vary linearly as a function of temperature rate

then calibrated as

Â(θ̇) = 0.0451θ̇ + 0.0088. (5.2)

This calibration also yields heat of reaction, ∆hrxn = 44.87 [kJ/kg]. Figure 5.1

shows the results of the calibration and Figure 5.2 shows the resultant yδ curves for

each rate accompanied by the experimental data from [97]. One can see that the

calibrated parameters capture the experimental data well, including the trough (i.e.,

the region around the minimum) of the heat curve, the temperature at which the

minimum chemical heat is reached (see Figure 5.1), and the time to reaction (see

Figure 5.2).
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Figure 5.1. Calibration for the corrective factor, Â, and the enthalpy of
reaction, ∆hrxn using the chemical heating, qc. The markers indicate

experimental data points, while the curves are plots of the model using the
resultant calibrated parameters.
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Figure 5.2. Plots of the model of the δ-HMX mass fraction, yδ, given by
Eq. 3.2 using the parameters given by the calibration (solid lines) along

with experimental conversion data (markers) provided in [97].

5.2 Thermodynamics

For the thermo-mechanical model, Dobratz and Crawford [21] provide the den-

sities, thermal conductivities, and reference heat capacities for HMX and Viton, as

well as the CTE for Viton (the bonding matrix for the HMX based PBXs).

5.3 Mechanics

Weese and Burnham [96] performed experimental studies related to the dimen-

sional changes of the β and δ polymorphs of HMX. With this in mind, we capture

the overall thermal expansion behavior of single crystal HMX by utilizing a model

given by

α(θ) = α0 +
α1e

−ω(θ−θT )

[1 + e−ω(θ−θT )]
2 , (5.3)
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where α0, α1, ω, and θT are material parameters. The dimensional change of a long

HMX specimen can be computed as

∆L = L0

∫ θ

θ0

α(θ̂) dθ̂, (5.4)

where L0 is the initial length. Substituting Eq. 5.3 into Eq. 5.4 gives

∆L = L0

[
α0θ +

α1/ω

1 + e−ω(θ−θT )
−
(

α1/ω

1 + e−ω(θ0−θT )
+ α0θ0

)]
. (5.5)

In view of Figure 5.3, which shows the results of the calibration of Eq. 5.5 to the

experimental data, it should be noted that Lα0 is equal to the slope of the linear

portion of the graph (340 ≤ θ ≤ 460 [K]) , Lα1/ω is directly proportional to the

magnitude of the jump in dimensional change during β → δ phase transformation

(460 ≤ θ ≤ 480 [K]), and θT is the approximate temperature at which the β → δ

transformation occurs. ω is a parameter that controls the sharpness of the transition

curve. The experimental data provided in [96] corresponds to HMX expansion with

not fully described porosity that leads to 17% sample volume changes. In order to

compensate for this and better match the reported theoretical volume increase of

6.7%, we calibrate the CTE in two stages. First we calibrate the shape parameter,

ω, and the transition temperature, θT , using the data in Figure 5.3. Next, we utilize

the theoretical density values to correct α0 and α1 to match the theoretical volume

change of 6.7%. The results of our CTE fit are summarized in Table 5.1. Figure 5.3(b)

also includes a line indicating the value of the CTE for the Viton binder provided

by Dobratz and Crawford [21]. It can be seen that the binder has a higher CTE

than that of HMX except during the transition regime between approximately 459

[K] and 473 [K]. These points prove to be critical in the analysis of the PBX material

response as is further discussed in Section 7.2.
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Figure 5.3. Calibration of the nonlinear CTE, α, of HMX crystals using
dimensional change, ∆L, (left) and a plot of the resultant (reduced) CTE

and its derivative (right).

We continue with the calibration of the elastoplastic properties. In this work, we

model HMX as a hyperelastic solid. Rae et al. [67] measured the quasi-static com-

pressive stress versus strain response of single crystals of β-HMX. The data provided

in [67] are used to calibrate the initial elastic modulus, and Poisson ratio, ν, using

a nonlinear least squares fit. The temperature dependent data of the bulk modu-

lus, Eq. 5.6, during the phase transition are not well understood. However, Levitas

et al. [50] proposed the stress-induced virtual melting mechanism for HMX during the

β → δ transition. This would suggest that the bulk modulus precipitously decreases.

This softening behavior of elastic constants (e.g., the bulk modulus) during phase

transition has been observed for polymer gels [36] as well as for quartz [3]. Therefore,

we assume a similar response of HMX and use molecular dynamics simulations from

Long and Chen [55] and Cui et al. [16] to guide the material HMX material cali-

bration. In particular, In order to capture the behavior of the elastic moduli during
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phase transition (see, for example, [23, 51]), we propose a model given as

κ(θ) = fκ(κ0 + κ′
0(θ − θ0)) + (1− fκ)κ1, (5.6)

fκ(θ) ≡
1

2

[
1− tanh

(
θ − θT − ϕ0

2

)]
+

1

2

[
1 + tanh

(
θ − θT − ϕ1

2

)]
,

where κ0, κ
′
0, κ1, ϕ0, and ϕ1 are material parameters The resultant bulk modulus and

its derivative is shown in Figure 5.4(a). The parameters are summarized in Table 5.2.

The Poisson ratio is calibrated as a constant, ν = 0.31 [—] [21], and the shear modulus

is computed using the canonical relation µ(θ) = 3κ(θ)(1− 2ν)/(2(1 + ν)).

Laurent et al. [48] investigated the thermo-mechanical behavior of Viton rubbers

using tension and compression cyclic loadings and relaxation. We use the data pro-

vided in these works on the yield stress and hardening function at room temperature

to calibrate the elastic moduli as well as the hardening modulus (H) and yield stress

(σ0) for the Viton matrix. We assume a constant Poisson ratio of ν = 0.49 (nearly

incompressible). We use a nonlinear least squares fit between the experimental data

and a numerical implementation of the model provided by Eqs. 3.7a and 3.9 for the

binder. In Figure 5.4(b), we consider the engineering uniaxial strain given by the

experimental data as ε = ∆L/L which is used to compute the deformation gradient

as

F(ε) =


1 + ε 0 0

0
√
(J/(1 + ε)) 0

0 0
√

(J/(1 + ε))

 , (5.7)

where the volume change for uniaxial deformation is given as J(ε) = 1 + ε(1 − 2ν).

This is then used to calculate the Cauchy stress given by Eq. 3.7a, assuming that be =

F FT. The elasto-plastic integration scheme used for Eq. 3.9 assuming isothermal

deformation is described in detail by Simo and Ju [80]. The results of the calibration
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for the Viton binder are depicted in Figure 5.4(b).
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Figure 5.4. Calibration of the mechanical properties of HMX (left) and
Viton (right). Here, σ and ε are uniaxial stress and strain, respectively,

while κ is the bulk modulus.

5.4 Summary of Material Properties

For the sake of convenience, the material data used in this work is presented

in Table 5.3. In particular, Table 5.1 gives the results of the nonlinear CTE fit,

Table 5.2, gives the results of the nonlinear bulk modulus fit, and Table 5.3 represents

a concise summary of the results of the remaining calibrations described previously.

These material properties are used for the simulations described in Chapter 6 and

Chapter 7. All calibrated parameters are within the ranges of values reported in the

literature.
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TABLE 5.1

CALIBRATED PARAMETERS FOR THE CTE MODEL IN EQ. 5.3.

CTE Calibration

α0 [K−1] 2.443× 10−5

α1 [K−1] 0.007

θT [K] 465.8

ω [K−1] 0.4794

TABLE 5.2

CALIBRATED PARAMETERS FOR THE BULK MODULUS MODEL

IN EQ. 5.6.

Bulk Modulus Calibration

κ0 [MPa] 11000

κ′
0 [MPa·K−1] −8.000

κ1 [MPa] 2000.0

ϕ0 [K] −10.80

ϕ1 [K] 9.200
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TABLE 5.3

SUMMARY OF MATERIAL PROPERTIES USED FOR THE PBX

SIMULATIONS.

Chemical Properties

Property HMX Binder (Viton)

Activation Energy Ea [kJ/mol] 432.0 –

Arrhenius Const. A [s−1] 2.000× 1048 –

Heat of Reaction ∆hrxn [kJ/kg] 44.87 –

Corrective Factor Â [–] Eq. 5.2 –

Thermal Properties

Thermal Cond. Λ [W/(m·K)] 0.5560 0.2260

(Ref.) Heat Capacity 0cp [J/(kg·K)] 1035 1464

(Ref.) Heat Capacity 0cv [J/(kg·K)] 1026 1458

Mechanical Properties

(Ref.) Density ρ0 [kg/m3] 1910 1815

Bulk Mod. κ [MPa] Eq. 5.6 63.53

Poisson Ratio ν [–] 0.3100 0.4900

Yield Stress σ0 [MPa] – 0.4319

Isotropic Hardening Mod. H [MPa] – 4.336

Taylor-Quinney factor fTQ [–] – 0.9000

CTE α [K−1] Eq. 5.3 2.548× 10−4
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CHAPTER 6

MODELING OF SINGLE CRYSTAL HMX

6.1 Model Setting

For the numerical simulations, a 1 mm ×1 mm crystal of HMX is heated at

the boundary, Γ, at a steady rate, θ̇Γ, from an initial temperature of θ0 = 300

[K]. We consider temperature rates of 1, 5, and 10 [K/min] and simulation times of

15000, 3000, and 1500 [s] to achieve a final temperature of 550 [K]. To provide well

resolved results, we have performed a mesh verification and used an adaptive time

stepping strategy as in [73, 86]. Figure 6.1 is a representative mesh convergence study

performed using two dimensional bilinear quadrilateral shape functions. The “true”

solution is taken to be the finite element interpolation computed using a mesh 10

times more refined than that of the smallest mesh used in the study. Here, the error

measure is the standard L2 norm used.
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Figure 6.1. A log-log plot of the L2 error in temperature, θ, computed in a
self convergence study.

We can also investigate the length and time scales associated with the chemical

species. Figure 6.2 shows snapshots from a quasi-linear simulation of a long HMX

specimen. In Figure 6.2(a), we can see from the profile of the δ phase mass fraction

along the spatial dimension that the reaction zone thickness is ∆rxn ≈ 7 [mm]. Sim-

ilarly, by looking at the yδ profile at different points in time, we can estimate the

wave propagation speed to be roughly ∆x/∆t ≈ 0.0111 [mm/s].

57



10 12 14

16
.1
6 18 20

23
.1
6 26 28 30

x [mm]

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

y /
[|

]

"rxn

5 8.8 12.5 17.5 21.3 25
x [mm]

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

y /
[|

]

t = 3300 [s]
t = 3750 [s]

"x

Figure 6.2. (left) A plot showing how the reaction zone thickness, ∆rxn, is
approximated and (right) a plot showing how the wave speed is

approximated.

For the apative time stepping scheme, Eq. 4.13, the actual values for ∆tmax are

100, 20, and 10 [s] for the 1, 5, and 10 [K/min] heating rates, respectively. For

∆tmin, the actual values are 10, 2, and 1 [s] for the 1, 5, and 10 [K/min] heating

rates, respectively. For the staggering scheme described in Section 4.3.2, between 5

and 16 subcycles are required at each time step to achieve full system convergence.

Figure 6.3 is a diagram of the computational domain. The associated mesh consists

of 10,000 bilinear quadrilateral finite elements and 10,201 nodes.
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Figure 6.3. Diagram of the HMX single crystal computational domain.
Also included are the computational thermal and mechanical boundary

conditions. The temperature rate at the boundaries, θ̇Γ, is one of 1, 5, or 10
[K/min].

6.2 Simulation Results

Figure 6.4 shows that our model predicts ≈ 6.4% average volume change com-

puted as ∆V/V0 = J − 1, which compares favorably to the theoretical estimate of

6.7% [96].
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Figure 6.4. A plot of the percent change of the sample volume as a function
of boundary temperature. Here, ∆V/V0 refers to the change in volume of
with respect to initial volume V0. Compare to the dimensional change of

the first heating cycle in Fig. 2 of [96].

Figure 6.5 depicts the axial components of the Cauchy stress tensor. As pre-

scribed by the generalized plane strain condition, we can see that the normal stress

components, σ11, σ22, and σ33, are nearly identical in behavior and magnitude (i.e.,

a virtually isotropic stress response of the material).
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Figure 6.5. A plot of the axial Cauchy stress components showing virtually
isotropic response.

Figure 6.6(a) shows the specific heats at constant elastic strains, cp, and volume,

cv, averaged over the computational cell. We observe large changes in magnitude for

both specific heats (i.e., cp will increase to ≈14840 [J/(kg·K)] and cv will decrease to

≈528 [J/(kg·K)]). In light of Eqs. 2.33 and 2.35, the model predicts that the highly

nonlinear α(θ), κ(θ), and their derivatives (see Figure 5.3(b) and Figure 5.4(a)) play

a large role and compete in a highly nonlinear fashion. Furthermore, we observe a

rapid temperature rate decrease and subsequent increase due to the nonlinearity of

specific heats (see Figure 6.6(b)). However, the overall temperature rate variations

with respect to the boundary heating rate, θ̇Γ, are small in part due to the crystal

size. This is a surprising result not observed for HMX that requires a careful analysis.

First, we note that experimental results on specific heat of HMX often consider
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individual phases separately [34, 44]. Moreover, measurements are often performed

at relatively large temperature intervals potentially under-resolving the transition

that occurs over a narrow temperature range. Furthermore, spikes in DSC traces for

HMX have been observed [44]. Levitas et al. [50] estimated that the elastic energy

relaxed during the stress-induced virtual melting is ∆h ∼ 30649 [J/kg]. Considering

the transition window of ∆θ ∼ 5.358 [K] as shown in Figure 6.6(a) (i.e., computed

as an average transition temperature interval over the cp profile), we estimate change

of the specific heat during the stress-induced virtual melting as ∆cp = ∆h/∆θ ∼

5720.2 [J/(kg·K)]. This value is smaller than our predictions, but we point to large

material data sensitivity of α(θ) and κ(θ). Second, we note that nonlinear CTEs

are common in phase transitioning materials [6, 9, 68, 71] and that the cp profile in

Figure 6.6(a) is similar to DSC measurements on geopolymer concrete [13]. Therefore,

the nonlinearity of cp as predicted by our model is plausible.
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Figure 6.6. (a) Specific heats at constant pressure and volume as functions
of temperature. Horizontal dotted lines indicate the respective reference
quantities 0cp and 0cv. (b) The temperature rate as a function of average
cell temperature. Both results are from the simulation with 5 [K/min]

boundary temperature rate.

We also include contour plots of the specific heat at constant pressure, cp, and

constant volume, cv, shown in Figure 6.7(a) and Figure 6.7(b), respectively. The

plots are depicted at the point in the simulation where the boundary temperature,

θΓ, approximately equals the β → δ CTE transition temperature, θT .
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Figure 6.7. (a) A contour plot of specific heat at constant pressure, cp. (b)
A contour plot of specific heat at constant volume, cv. Both plots are at

the point in the simulation where the boundary temperature, θΓ,
approximately equals the transition temperature, θT .

Finally, we note some model limitations. Specifically, the Helmholtz free energy,

especially its thermal part in Eq. 2.15, is not well known. Moreover, we note the lack

of pressure dependency and reaction reversibility [42], as well as crystal anisotropy,

and pressure and temperature dependency of elastic parameters, especially κ [72].

We continue by deriving a novel estimate for the critical temperature at which

the chemical heating rate occurs. Substituting the yδ approximation, Eq. 5.1, into

the chemical heating rate, Eq. 2.34a, setting the derivative of the resulting qc with

respect to θ equal to 0, then solving for θ, we find

θc(θ̇) ≈
Ea/Ru

2W

(√(
AÂEa

4θ̇Ru

)) , (6.1)
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where W is the W Lambert function [47]. For our parameters, θc tends to 474.2 [K]

as θ̇ tends to infinity. In Figure 6.8(a), we plot the chemical heating rate averaged

over the computational cell for each boundary temperature rate. For each θ̇Γ, we note

the associated critical temperature, θc, at which the chemical heating rate extremum

occurs. We mark these (θ̇Γ, θc) coordinate pairs in Figure 6.8(a). In Figure 6.8(b), we

plot the (θ̇Γ, θc) coordinate pairs alongside the predictions from Eq. 6.1. We note the

remarkable agreement between the critical temperatures from simulations and those

predicted by this equation. Furthermore, this provides a solution verification of the

computational results.

Figure 6.8. (a) Chemical heating rate as a function of temperature and (b)
critical temperature for the chemical heating rate as a function of boundary

heating rate.
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We also include contour plots of the chemical and elastic heating terms shown in

Figure 6.9(a) and Figure 6.9(b), respectively. The plots are depicted at the point in

the simulation where the boundary temperature, θΓ, approximately equals the β → δ

CTE transition temperature, θT .
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-5.428 -1.701 2.026
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Figure 6.9. (a) A contour plot of the chemical heating. (b) A contour plot
of the elastic heating. Both plots are at the point in the simulation where

the boundary temperature, θΓ, approximately equals the transition
temperature, θT .
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CHAPTER 7

MODELING OF HMX BASED PBXS

7.1 Model Setting

We are interested in the behavior of heterogeneous energetic materials under ther-

mal and mechanical loading conditions. Our objective is to simulate the CTM re-

sponse for the HMX β → δ phase transition for energetic crystals plastically bounded

in a Viton rubber matrix. Due to the complexity of the multi-physics model, we make

an effort to generate representative unit cells with appropriate boundary conditions

to best approximate the material behavior such as in cook-off studies [19].

The representative unit cells are generated with microstructures such that i.) the

particle sizes follow a trimodal distribution (radii equal to 24.4, 107, and 295 µm

with probabilities nearing 11, 73, and 16% respectively) derived from morphologies

presented by Skidmore et al. [81] on coarse (unpressed) HMX, ii.) the overall HMX

volume fraction within the unit cell is approximately one of 40, 50, or 60%, and iii.)

the unit cell size selection is informed by the minimum representative volume element

sizes for heterogeneous materials [45][54].

In particular, Skidmore et al. [81] used laser diffraction methods to report on the

morphology of “as received” HMX powders. The particle size distribution for course

class HMX provided therein is used to determine a trimodal particle size distribution

when generating the microstructures for the CTM simulations. The data for the

volume percent as a function of the log10 of the particle radius is fit with a Gaussian
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curve, Φ(ξ) where ξ ≡ log10(r), then scaled as

ϕ(ξ) ≡ Φ(ξ)∫
ξ
Φ(ξ) dξ

, (7.1)

such that
∫
ξ
ϕ(ξ) dξ = 1. We thereby treat ϕ as a probability density function

(PDF) for particle radius. Due to the computational cost associated with generating

the finite element meshes required to accurately model particles with radii less than

1 µm within the relevant geometries, we neglect the region defined by −1 < ξ < 1.

These small particles are often lumped with a binder to create a homogeneous blend

(i.e., a “dirty binder”) [33]. However, since the properties of the blend are not fully

known we treat the blend as a single material (i.e., inert Viton). The remaining

domain, ξ ∈ (1, 3), is split into three modes defined by ξ ∈
(
1, 5

3

)
, ξ ∈

(
5
3
, 7
3

)
, and

ξ ∈
(
7
3
, 3
)
and assigned an expectation value, E(ξi ≤ ξ ≤ ξf ), of ξ within the interval

(ξi, ξf ) calculated in the standard way for a continuous PDF.

E(ξi ≤ ξ ≤ ξf ) =

∫ ξf

ξi

ξ ϕ(ξ) dξ∫ ξf

ξi

ϕ(ξ) dξ

(7.2)

The associated probability P(ξi ≤ ξ ≤ ξf
∣∣ ξ > 1), which is the probability that

ξ ∈ (ξi, ξf ) given that ξ ̸∈ (−1, 1), is also computed in the standard way for a

continuous PDF.

P(ξi ≤ ξ ≤ ξf
∣∣ ξ > 1) =

∫ ξf

ξi

ϕ(ξ) dξ

1−
∫ 1

−1

ϕ(ξ) dξ

. (7.3)

The expectation values of ξ are then use to compute the expectation values of r

as E(r) = 10E(ξ). Finally, we generate particles following these expectation values

and probabilities and distribute them, using random sequential addition (RSA) [90],
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throughout a computational domain with side length L > 5rmax as informed by

[45, 54] for the volume fractions of interest. Figure 7.1 details the results of these

computations for each of the three modes. For the purpose of gathering statistics,

five microstructures are generated for each volume fraction for a total of 15 different

microstructures.
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Figure 7.1. Data and fit to determine trimodal particle size distribution.
The experimental distribution data is provided by Skidmore et al. [81] in
terms of volume percent as a function of particle diameter. The calculated

expectation values of each shaded region, from left to right, are
E1(r) = 24.4 [µm], E2(r) = 107 [µm], and E3(r) = 295 [µm] with associated

probabilities P1 = 11%, P2 = 73%, and P3 = 16%, respectively.

Figure 7.2 shows an example of one of the generated microstructures for a volume

fraction of approximately 50% overlaid by the finite element mesh used for this par-

ticular realization. The unit cell in Figure 7.2 consists of 34,859 quadratic triangle
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finite elements and 70,276 nodes. Similar mesh densities are used for all cells.

Figure 7.2. One microstructure for a volume fraction of 50%. Each sample
contains randomly placed HMX particles following the trimodal

distribution, within a domain of size 4.0 mm2. Also included are the
computational thermal and mechanical boundary conditions and the finite
element mesh. The temperature rate θ̇Γ at the boundaries is one of 1, 5, or

10 [K/min].

Figure 7.2 also shows roller mechanical boundary conditions and Dirichlet thermal

boundary conditions. Specifically, the cell boundary is heated at a steady rate, θ̇,

from a global initial temperature of θ0 = 300 [K]. Heating rates of 1, 5, and 10

[K/min] as considered in the experimentation done by Weese et al. [97] are used

in an effort to model thermal cook-off conditions. For the apative time stepping

scheme, Eq. 4.13, the actual values for ∆tmax are 100, 20, and 10 [s] for the 1, 5, and

10 [K/min] heating rates, respectively. For ∆tmin, the actual values are 10, 2, and 1

[s] for the 1, 5, and 10 [K/min] heating rates, respectively. For the staggering scheme
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described in Section 4.3.2, between 8 and 17 subcycles are required at each time step

to achieve full system convergence. Total simulation times of 15000, 3000, and 1500

[s] are used for the 1, 5, and 10 [K/min] heating rates, respectively, to achieve a

final temperature of 550 [K]. This final temperature is sufficient to bring the phase

conversion to completion. Furthermore, these heating profiles allow for the highly

nonlinear CTE and associated fields to fully develop in the material sample.

7.2 Simulation Results

In this section, we present the results of the CTM simulations. To illustrate the

various fields, we select a representative cell with a 50% particle volume fraction

and a boundary heating rate of 5 [K/min]. In order to ensure the quality of the

numerical results, we performed solution verification by comparing predictions from

simulations using nominal mesh sizes of 0.012, 0.024, and 0.048 [mm]. We concluded

that a nominal mesh size of 0.024 [mm] was sufficient for our modeling purposes.

Section 7.2.1 discusses the effect of particle volume fraction on the CTM response,

and Section 7.2.2 discusses the effect of boundary heating rate on the CTM response.

We begin with contour plots of specific heat at constant pressure, cp, and con-

stant volume, cv, shown in Figure 7.3(a) and Figure 7.3(b), respectively. The plots

are depicted at the point in the simulation where the boundary temperature, θΓ,

approximately equals the β → δ CTE transition temperature, θT . The spatial het-

erogeneity of the specific heats (see Eqs. 2.35 and 3.6), especially within the particles,

is evident. This heterogeneity is largely the result of small variations in the temper-

ature which lead to relatively large variations in the CTE and its derivative (see Fig-

ure 5.3(b)). The heterogeneity of the specific heat can also be attributed to variations

in pressure throughout the domain. We will return to this point later. Interestingly,

Figure 7.3(a) shows cp values significantly larger than 0cp while Figure 7.3(b) shows

cv values significantly smaller than 0cv. This exotic material response of HMX was
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previously discussed in Section 6.2 and is further examined in the context of PBXs

in Section 7.2.1.

14385 14620 14854

cp [J/(kg"K)]
545 592 638

cv [J/(kg"K)]

Figure 7.3. (a) A contour plot of specific heat at constant pressure, cp. The
color scale is adjusted to the range of values observed within the particles;
the actual minimum cp observed is 1464 [J/(kg·K)], the reference value for
the matrix. (b) A contour plot of specific heat at constant volume, cv.

Again, the color scale is adjusted to the range of values observed within the
particles; in this case, the actual maximum cv observed is 1458 [J/(kg·K)],

the reference value for the matrix. Both plots are at the point in the
simulation where the boundary temperature, θΓ, approximately equals the

transition temperature, θT .

We continue with a contour plot of the accumulated equivalent plastic strain, εp,

shown at the end of the simulation where the boundary temperature is 550 [K] (see

Figure 7.4(a)). It can be seen that the majority of plastic sheering occurs within

72



the matrix in regions of high stress concentration (i.e., between particles). Willey

et al. [100] performed X-ray microtomography before and after heating HMX-based

samples through the β → δ phase transition and showed the extensive microstructural

damage resulting from the solid-state phase transition. The shear bands predicted by

our simulations in Figure 7.4(a) compare favorably to the crack patterns observed in

Fig. 5 of that work [100]. We also include a plot of the percent change in volume of the

sample, particles, and matrix as a function of boundary temperature in Figure 7.4(b).

Here, ∆Vr/V0r refers to the change in volume of region r with respect to initial

region volume V0r . We see that, initially, the sample undergoes quasi-linear thermal

expansion. Prior to transition onset, the expansion is dominated by that of the matrix

due to its larger CTE (see Table 5.3). During the β → δ transition, the CTE of HMX

spikes (see Figure 5.3(b)) which causes a rapid volumetric expansion of the particles

and, thereby, the sample. After the transition is complete, sample expansion is again

dominated by the quasi-linear expansion of the matrix. The dimensional changes

predicted for the particles (i.e., ∼ 6.7% volume increase) compare favorably to the

theoretical values presented in Fig. 5 by Weese and Burnham [96]. One should note

that in PBXs with more realistic particle volume fractions (e.g., 85% HMX loading),

the overall percent volume change tends to that of HMX. Shortly after the β → δ

phase transition (at approximately 490 [K]), ∆V/V0 ≈ ϕp × 6% + (1 − ϕp) × 15%

for particle volume fraction ϕp. For example, for the aforementioned ϕp = 85%,

∆V/V0 ≈ 7.35%. This is, again, close to experiments. As previously indicated, we

neglect the formation of voids within the particles and matrix.
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Figure 7.4. (a) A contour plot of equivalent plastic strain, εp, at the end of
the simulation where the boundary temperature is approximately 550 [K].
Compare the shear bands above to the crack profiles in Fig. 5 of reference
[100]. (b) A plot of the percent change of the sample volume as a function
of boundary temperature. Here, ∆Vr/V0r refers to the change in volume of

region r with respect to initial region volume V0r . Compare to the
dimensional change of the first heating cycle in Fig. 2 [96].

Throughout the remainder of this paper, we define volumetric and ensemble av-

erages of the relevant quantities as

⟨•⟩nr =
1

Ω0
n
r

∫
Ω0

n
r

(•) dΩ0
n
r , (7.4a)

⟨̂•⟩r =
1

N

N∑
n=1

⟨•⟩nr , (7.4b)

Ω0
n
r =

∫
Ω0

n
r

dΩ0
n
r , (7.4c)

where r indicates the domain of interest; r = p indicates the particles, r = m indicates
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the matrix, and no subscript indicates the entire cell (i.e., overall cell response). Here,

n indicates a given realization, where N is the total number of realizations included

in the average for a given particle volume fraction at a given heating rate. A total of

N = 5 realizations are used for each particle volume fraction.

Figure 7.5(a) shows a contour plot of the pressure experienced throughout the

domain, again near the point in the simulation where the boundary temperature, θΓ,

approximately equals the transition temperature, θT . It can be seen that the pressure

experiences large variations throughout the computational domain. As mentioned

previously, this greatly impacts cp and cv (see Eqs. 2.35 and 3.6 and Figure 7.3).

Figure 7.5(b) depicts the average of the axial components of the Cauchy stress tensor.

As prescribed by the generalized plane strain condition, we can see that the normal

stress components, σ11, σ22, and σ33, are nearly identical in behavior and magnitude

(i.e., a virtually isotropic stress response of the material). These results are mirrored

throughout all computations.
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Figure 7.5. (a) A contour plot of the pressure experienced by the
representative sample at the point in the simulation where the boundary
temperature, θΓ, approximately equals the transition temperature, θT . (b)
A plot of the axial Cauchy stress components for the representative cell

showing virtually isotropic response.

We continue by analyzing the average heating rates experienced within the do-

main. In Figure 7.6 it can be seen that the chemical heating rate extremum does

not occur at the CTE transition temperature, θT . This is discussed further in Sec-

tion 7.2.2. Note that the chemical heating rate is negative since the β → δ transition

is endothermic. Furthermore, the majority of elastic heating occurs within the tran-

sition regime, specifically between 459 [K] and 473 [K]. As mentioned in Section 5.3,

these are the temperatures at which the CTE of HMX overtakes that of the Viton

matrix and subsequently drops beneath it again. To further understand the elastic

and plastic heating rates (see Eqs. 3.13 and 3.15) in Figure 7.6, we need to analyze

the stress states. The corresponding stress state regimes are as follows: (i) between
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300 [K] and 459 [K], the matrix expands but this expansion is dampened by the stiff

HMX particles which builds stress within the matrix and eventually causes it to yield

plastically, (ii) between 459 [K] and 473 [K], since the HMX now has a larger CTE

than that of Viton, it no longer dampens the expansion of the matrix but rather

amplifies it such that the matrix unloads elastically and pauses plastic deformation,

(iii) between 473 [K] and 520 [K] the CTE of the HMX particles is again lower than

that of the Viton matrix such that the matrix again loads elastically back to the

previous yield surface, and (iv) beyond 520 [K] stress continues to build within the

matrix while it again deforms elasto-plastically. Figure 7.6(c) shows that the plastic

heating rate corresponds directly with these stress states (e.g., the 0.0 [W/kg] rate

between 459 [K] and 520 [K] where the matrix is unloading and reloading back to the

yield surface). We note that the stresses experienced by the particles for our heating

and mechanical loading conditions are well below the HMX yield stress and, thus,

the particles do not flow plastically. In terms of overall heating effects, the chem-

ical heating significantly outweighs both mechanical heating terms. Locally (e.g.,

within matrix regions confined between close particles, see Figure 7.4(a)) all effects

are important.
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(a) (b) (c)

Figure 7.6. Overall (a) chemical, (b) elastic, and (c) plastic heating rates in
the composite sample for the 5 [K/min] boundary heating rate.

7.2.1 Effect of Particle Volume Fraction

In this section, we discuss the effect of particle volume fraction on the CTM mate-

rial response. The results are averaged across five realizations at the various volume

fractions, and at a fixed boundary heating rate of 5 [K/min]. The ensemble and

volumetric averages over the relevant domains (entire domain, particles, or matrix)

are defined in Eq. 7.4.

We begin with Figure 7.7 which shows that the average stress magnitude, σ ≡
√
σ : σ, experienced by the composite increases with particle volume fraction. This

behavior can be explained by the increasing particle density. The particles are sig-

nificantly stiffer than the matrix. Therefore, for a fixed domain size, more particles

means larger stress magnitudes. Figure 7.7 also includes shaded regions which indi-

cate ±1 standard deviation from the mean.
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Figure 7.7. Overall composite Cauchy stress magnitude σ ≡
√
σ : σ. The

shaded regions indicate ±1 standard deviation from the mean for five
realizations.

We continue by analyzing the average chemical heating rates and temperature

rates experienced in the entire domain. As can be seen in Figure 7.8(a), increas-

ing the particle volume fraction increases the magnitude of the average chemical

heating within the domain. Figure 7.8(b) shows that increasing the particle volume

fraction increases the magnitude of variation between the temperature rates experi-

enced within the sample as compared to the prescribed boundary temperature rate

(5 [K/min]).
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Figure 7.8. Average chemical heating rate (a) and temperature rate (b) in
the domain for the 40%, 50%, and 60% volume fractions at the 5 [K/min]

boundary heating rate. The shaded regions indicating ±1 standard
deviation from the mean for five realizations are omitted since standard

deviations less than 0.8 [W/kg] for the chemical heating rate and
coefficients of variation less than 0.5% for the temperature rate are

observed. The coefficient of variation cannot be used for the chemical
heating rate since the means reach values near zero before and after the

transition regime.

We continue by discussing the average domain specific heats at constant pressure

and volume for the entire cell in Figure 7.9. We observe that the magnitudes of both

specific heat curves change considerably with increasing particle volume fraction.

This can be expected considering the influence of the highly nonlinear CTE of the

particles (see Eqs. 2.35 and 3.6). We note that while cp with such large magnitudes

may seem unrealistic, such behavior has been experimentally measured. For example,

in the work of Lamberg et al. [46] on phase-change materials, the cp of technical grade

paraffin was found to vary between O(2× 103) and O(6× 104) [J/(kg·K)] using DSC

measurements (see Fig. 5 in [46]). In the work of Cao et al. [13], DSC measurements
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showed that the specific heat capacity of phase change material RT21 also experienced

such strong variations in value.
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Figure 7.9. Overall composite specific heat at constant pressure (a) and
constant volume (b) for a boundary heating rate of 5 [K/min]. The shaded

regions indicating ±1 standard deviation from the mean from five
realizations are omitted since coefficients of variation less than 0.8% for cp

and less than 0.14% for cv are observed.

7.2.2 Effect of Boundary Heating Rate

In this section, we discuss the effect of the boundary heating rate on the CTM

material response. The results are averaged across five realizations at the various

boundary heating rates, and at a fixed particle volume fraction of 50%. The ensem-

ble and volumetric averages over the relevant domains (entire domain, particles, or

matrix) are defined in Eq. 7.4.

In Figure 7.10, we plot the average total heating rates and compare them across

different boundary heating conditions. We can see that the magnitudes of the total
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heating rates increase with increasing boundary heating rate, θ̇Γ.

Figure 7.10. Overall total heating rates for the different boundary heating
conditions. The shaded regions indicating ±1 standard deviation from the
mean from five realizations are omitted since standard deviations of less
than 2.8 [W/kg] are observed. The coefficient of variation cannot be used
since the means reach values close to zero before and after the transition

regime.

As previously discussed in Section 6.2, for a chemical heating rate given by Eq. 3.4

and a reaction constant given by Eq. 2.14, the chemical heating rate extremum in

the particles occurs at temperature θc given by Eq. 6.1. With this estimate for the

temperature at which the chemical heating rate extremum occurs, we can further

elaborate on the extrema for different heating rates in Figure 7.10.

In Figure 7.11(a), we plot the average chemical heating rate in the particles for

each boundary heating rate, θ̇Γ, and note the critical temperature, θc, at which the

chemical heating rates reach their extrema. We call this pair of data (θ̇Γ, θc) and
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mark them in Figure 7.11(a) for easy identification. In Figure 7.11(b), we plot these

corresponding extrema as (θ̇Γ, θc) coordinate pairs along with the prediction from

Eq. 6.1. Figure 7.11(b) shows remarkable agreement between the critical tempera-

tures predicted by the computational simulations in Figure 7.11(a) and this theoret-

ically derived equation for the critical temperature in the particles. Furthermore, we

note that this serves as a strong solution verification of the computational results.
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Figure 7.11. Chemical heating rate in the particles (a) and critical
temperature for the chemical heating rate as a function of boundary

heating rate (b). The shaded regions indicating ±1 standard deviation
from the mean from five realizations are omitted since standard deviations
of less than 6 [W/kg] are observed. The coefficient of variation cannot be

used since the means reach values close to zero before and after the
transition regime.
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CHAPTER 8

CONCLUSIONS

8.1 Summary of Contributions

In conclusion, advancements have been made in the modeling and simulation of

heterogeneous reactive materials. This dissertation has developed a thermodynam-

ically consistent chemo-thermo-mechanical model and computational framework for

the analysis of heterogeneous materials. The model has been calibrated using avail-

able experimental data, then applied to the β → δ phase transition of single crystal

HMX as well as HMX based PBXs. The contributions of this work to the scientific

community are summarized as follows.

Contribution to the Continuum Formulation

This dissertation has provided a concise presentation of the governing partial dif-

ferential equations and balance laws necessary to model the desired systems which

was derived in a thermodynamic context with respect of the Second Law (of Ther-

modynamics). These equations were given in both the Eulerian and Lagrangian

settings with explicit transformations provided when necessary. Novel, theoretically

derived continuum equations for the specific heats at constant elastic strains (i.e., con-

stant pressure, cp) and at constant deformation (i.e., constant volume, cv) were also

presented. Furthermore, a novel, theoretically derived equation which predicts the

critical temperature at which maximum heat release or consumption occurs for Ar-

rhenius type kinetics was provided and utilized as a tool of comparison to simulation
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results. Finally, novel, nonlinear, temperature dependent models for the coefficient

of thermal expansion and bulk modulus of material systems undergoing solid-solid

phase transition were introduced.

Contribution to Computational Modeling

This dissertation also provided algorithms for discretization and implementation

needed to solve the governing equations numerically for the fields of interest. This

work focused on the development and implementation of such algorithms using the

finite element method. This has led to two (2) computational modeling publications.

Williams and Matouš [101] detail the β → δ phase transition of single crystal HMX

considering reaction phenomena, nonlinear thermal expansion, and nonlinear elastic

parameters. Williams et al. [102] extend the work of [101] by investigating HMX based

energetic materials with the addition of plasticity and microstructure considerations.

Contribution to Physical Understanding

This dissertation further provided, in great detail, the results of investigating the

multiphysics associated with solid-solid phase transformations. Specifically, detailed

simulation results for single crystal HMX as well as HMX based plastic bonded explo-

sives were provided with accompanying analysis. These results contributed insights

into the intricate relationships between evolving material properties, microstructural

geometry, and CTM response to thermo-mechanical stimuli. Specifically, this work

contributed ideas on the physics of the evolution of the specific heats, elastic moduli,

and coefficient of thermal expansion of solid materials undergoing phase transition.

It also contributed physical understanding of the effect of microstructure on the be-

havior of plastic bonded explosives. Finally, it contributed physical understanding of
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the material response of energetic materials experiencing various heating rates and

mechanical loading conditions.

8.2 Future Directions

From this dissertation, a great deal of future directions may be taken in the

progress of this work. Some of these potential undertakings are described below in

the context of the contributions described in Section 8.1.

Pertaining to the Continuum Formulation

The addition of more complex chemical models which include multi-step, multi-

directional reactions will be a key component of realizing this endeavor. Kinetics

models which include temperature and pressure dependency may prove crucial for

advancement. The introduction of rate-dependent elastoplasticity will be necessary

for shock simulations and for systems which include higher material complexity. In-

cluding damage mechanics in the formulation will provide further insight into the

deterioration and debonding of the plastic binding matrix within PBXs.

Pertaining to Computational Modeling

Extending simulations to three dimensions is important, largely in part due to the

complex nature of the physics involved. Similarly, simulations on physically larger

material systems using state-of-the-art massively parallel software will be particularly

relevant. On a related note, computational domains with more complex (i.e., realistic)

microstructural geometry will prove to be elucidating. More advanced numerical

analysis techniques may be of great interest, especially for validation exercises which

may require higher fidelity simulation results.
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Pertaining to Physical Understanding

The previously mentioned directions will naturally require more advanced meth-

ods of material parameter and geometry calibration; this would be yet another future

direction to take. Beyond extending the work, the validation of the simulation results

using the aforementioned simulation guided experiments, among others, will be more

valuable. The conducting of experiments guided by the results of these and future

computational simulations will be arduous but highly productive. To that end, guid-

ing the synthesis of novel metastable materials will prove to be lucrative. Finally, for

the case of HMX specific studies, extending this work beyond the pre-ignition phase

will be worthwhile. Specifically, the modeling of deflagration and detonation is and

will continue to be of great interest to the scientific community.

87



APPENDIX A

LAGRANGIAN FRAME REPRESENTATION

The governing equations of the CTM model can be expressed in the Lagrangian

frame of reference through straightforward manipulations.

A.1 Conservation of Energy

In this section, we present the transformations needed for the conservation of

energy, Eq. 2.32. The transformation rule for the scalar specific heat is simply cp =

Cp. By geometric arguments, it is natural to define the Lagrangian heat flux vector

as

0q⃗ = JF−1 q⃗. (A.1)

The spatial heat flux vector, given by Eq. 2.7, can be decomposed as

q⃗ = −Λ ∇θ,

= −Λij
∂θ

∂xj

,

= −Λij
∂θ

∂ 0xJ

∂ 0xJ

∂xj

,

= −Λij
∂θ

∂ 0xJ

F−1
Jj ,

= −Λij F
−T
jJ

∂θ

∂ 0xJ

,

or simply

q⃗ = −Λ F−T 0∇θ. (A.2)
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Thus, Eq. A.1 becomes

0q⃗ = −
[
JF−1 Λ F−T

]
0∇θ,

= −0Λ 0∇θ, (A.3)

where the term in brackets is defined as the Lagrangian (material) conductivity ten-

sor, 0Λ ≡ JF−1 Λ F−T. From Eq. A.1, we also have that

∇ · q⃗ = ∇ ·
(
F 0q⃗/J

)
= F

[
∇0q⃗

]
/J

= FiI

[
∂0q⃗I

∂xi

]
/J

= FiI

[
∂0xJ

∂xi

∂0q⃗I

∂0xJ

]
/J

= FiI F
−1
Ji

∂0q⃗I

∂0xJ

/J

= δIJ
∂0q⃗I

∂0xJ

/J

=
∂0q⃗I

∂0xI

/J

or simply

∇ · q⃗ = 0∇ · 0q⃗/J. (A.4)

Here, we have taken advantage of the fact that ∂F/∂x⃗ = 0. The transformation rule

for mass fraction, y, is simply y = Y such that Eq. 3.2 becomes

Ẏα = ναkc (1− Yδ) , (A.5)
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such that the chemical heating term, Eq. 3.4, becomes

qc = −
Ns∑
n=1

enνnkc (1− Yδ) = −kc (1− Yδ)∆erxn = Qc. (A.6)

The elastic heating term, Eq. 3.13, can be expressed in terms of Lagrangian

variables using Eq. 3.14 as

qe = =
3αθ

ρ

[
dev[σ]−

(
Je
∂2Je

∂Je
2

)
1

]
: de

=
3αθJ

ρ0

[
dev[σ]−

(
Je
∂2Je

∂Je
2

)
1

]
:
[
F−T ˙̄Ee F

−1
]

=
3αθ

ρ0

[
JF−1 dev[σ] F−T −

(
Je
∂2Je

∂Je
2

)
JC−1

]
: ˙̄Ee

=
3αθ

ρ0

[
DEV[S]−

(
Je
∂2Je

∂Je
2

)
JC−1

]
: ˙̄Ee = Qe, (A.7)

where we use the conservation of mass to express ρ as ρ0/J. Here, ˙̄Ee ̸= Ċe/2, but

rather we define ˙̄Ee as

˙̄Ee ≡
1

2

[
Ċ−

[
C C−1

p Ċp

]sym
− 2αθ̇C

]
. (A.8)

Similarly, by noting that the normal to the yield service in the Lagrangian frame is

given as N = F−1 n F−T, and that the transformation rule for the scalar plastic

consistency parameter is simply λ̇p = Λ̇p, the plastic heating term Eq. 3.15 becomes

qp =
fTQ

ρ
λ̇pσ : n

=
fTQJ

ρ0
Λ̇pσ :

[
F N FT

]
=

fTQ

ρ0
Λ̇p

[
FT F S FT F

]
: N

=
fTQ

ρ0
Λ̇p [C S] : [N C] = Qp. (A.9)
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Note that C S = Σ is the Mandel stress measure [56].

In summary, by multiplying Eq. 2.32 throughout by J, applying these transfor-

mation rules, applying the conservation of mass Eq. 2.5, and simplifying, we get the

Lagrangian representation of the conservation of energy as

ρ0Cpθ̇ +
0∇ · 0q⃗ = ρ0 (R +Qc +Qe +Qp) in Ω0 × R+. (A.10)

Here, R = r is the scalar heat source in the reference configuration.

A.2 Conservation of Linear Momentum

In this section, we present the transformations needed for the conservation of

linear momentum, Eq. 2.10. We begin by introducing the second (symmetric) Piola-

Kirchhoff and Kirchhoff stress measures,

S = JF−1 σ F−T = 2ρ0
∂φ

∂C
= DEV[S] + pJC−1, (A.11a)

DEV[S] ≡ µJpJθ DEV
[
J−2/3 Ĉ−1

p

]
= JF−1 dev[σ] F−T, (A.11b)

where the deviator of a material tensor is given as DEV[•] = (•) −(• : C)C−1. In

this case, it is easy to show that F−1 dev
[
b̂e

]
F−T = DEV

[
J−2/3 Ĉ−1

p

]
using b̂e =

J−2/3F Ĉ−1
p FT and tr

(
b̂e

)
= 1 : b̂e = 1 :

[
J−2/3F Ĉ−1

p FT
]
= C :

[
J−2/3Ĉ−1

p

]
. We

note also that the scalar φe, Eq. 2.16, can be represented as a function of Lagrangian

fields as

ρ0φe(C,Cp, θ) = JpJθ(Ŵe + Ue), (A.12a)

Ŵe(C,Cp, θ) =
1

2
µ(θ)

[
C :

[
J−2/3Ĉ−1

p

]
− 3
]
, (A.12b)

Ue(Je, θ) =
1

4
κ(θ)

[
(Je − 1)2 + (log Je)

2
]
, (A.12c)
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where Je(C,Cp, θ) = J/(JpJθ). The spatial residuals given in Eq. 4.5 are easily

represented in the material frame using straightforward pull-back operations where

appropriate. The resulting material residual equations are given as

Ru =

∫
Ω0

SIJ : δEIJ dΩ0, (A.13a)

Rp =

∫
Ω0

δp [J− γJθJp] dΩ0, (A.13b)

Rγ =

∫
Ω0

δγ [U ′
e − p] JθJp dΩ0. (A.13c)

Similarly, the associated spatial tangents given in Eq. 4.7 are also easily represented

in the material frame using appropriate pull-back relations. The resulting tangent

terms are given as

Kuu =

∫
Ω0

[δEIJ : AIJKL : δEKL + SIJ : δδEIJ ] dΩ0, (A.14a)

Kup =

∫
Ω0

J C−1
IJ : δEIJ δp dΩ0 = KT

pu, (A.14b)

Kuγ = KT
γu = 0, (A.14c)

Kpp = 0, (A.14d)

Kγp = −
∫
Ω0

δγ δpJθJp dΩ0 = KT
pγ, (A.14e)

Kγγ =

∫
Ω0

δγ δγ U ′′
e JθJp dΩ0. (A.14f)

Explicit formulae for calculating Aijkl are provided in Section A.3 while

δEIJ ≡ 1

2
δCIJ =

[
FTδF

]sym
IJ

, (A.15a)

δδEIJ ≡
[
δFTδF

]
IJ

. (A.15b)

The Newton-Raphson equation given by Eq. 4.6 is identical. The function spaces for

solving Eq. A.13 are entirely similar to those presented in Section 4.2.1. Namely, the
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fields are functions of 0x⃗ while Hk(Ω0), k ∈ {0, 1, 2} Sobolev spaces over the reference

configuration, Ω0, are employed.

A.3 Plastic Integration Algorithm

The process described in Section 4.3.4 is entirely similar for the Lagrangian frame.

Below, we summarize this process. The interested reader may find further discussions

of this algorithm in [76, 79]. This concise summary of the algorithm, including

consistent (exact) tangent terms to be used in Eq. A.14, is performed at each Gauss

point for each Newton-Raphson iteration of the mechanical solver.

Material Plastic Integration Algorithm

1. Update the configuration.

[F]n+1 = 1+ 0∇ [u⃗]n+1

[J]n+1 = det
(
[F]n+1

)
[Jθ]n+1 = ϑ3([θ]n+1)

2. Compute trial material elastic predictor state.[̃
C−1

p

]
=
[
C−1

p

]
n

DEV[̃S] = µ [Jθ]n+1

[
J−2/3

]
n+1

DEV
[̃
C−1

p

]
[̃M] =

√[
[C]n+1 DEV[̃S]

]
:
[
DEV[̃S] [C]n+1

]
=

√
1 :
[
[C]n+1 DEV[̃S]

]2
[̃N] =

DEV[̃S]

[̃M]

[̃εp] = [εp]n

[̃I1] =
[
J−2/3

]
n+1

[̃
C−1

p

]
: [C]n+1

µ̄ =
1

3
µ [Jθ]n+1 [̃I1]

∆λp = ζ0 = ζ1 = ζ2 = ζ3 = ζ4 := 0
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3. Check for plastic loading.

[̃fp] =
1

[Jθ]n+1

[̃M]−
√

2

3

(
σ0 +H [̃εp]

)
IF [̃fp] ≤ 0, set [•]n+1 = [̃•] and proceed to 5 (elastic step).

ELSE, proceed to 4 (plastic step).

4. Perform return mapping and update the scaling parameters.

∆λp :=
(3/2)[̃fp]

µ[̃I1] +H

ζ0 :=
µ[̃I1][

µ[̃I1] +H
]

ζ1 :=
2µ̄∆λp

[̃M]

ζ2 :=(1− ζ0)
2∆λp [̃M]

3µ̄

ζ3 := ζ0 − ζ1 + ζ2

ζ4 :=(ζ0 − ζ1)
[̃M]

µ̄

5. Compute tangents.

Csym
IJKL ≡ 1

2

[[
C−1

IK

]
n+1

[
C−1

JL

]
n+1

+
[
C−1

IL

]
n+1

[
C−1

JK

]
n+1

]
[̃A]

DEV

IJKL ≡ 2µ̄

[
Csym

IJKL − 1

3

[
C−1

IJ

]
n+1

[
C−1

KL

]
n+1

]
− 2

3
[̃M]

[
[̃N]IJ

[
C−1

KL

]
n+1

+
[
C−1

IJ

]
n+1

[̃N]KL

]
ADEV

IJKL ≡ [̃A]
DEV

IJKL − ζ1 [̃A]
DEV

IJKL − 2µ̄ζ3 [̃N]IJ [̃N]KL

− 2µ̄ζ4 [̃N]IJDEV
[
[̃N] [C]n+1 [̃N]

]
KL

AVOL
IJKL ≡ [p]n+1 [J]n+1

[[
C−1

IJ

]
n+1

[
C−1

KL

]
n+1

− 2Csym
IJKL

]
A ≡ ADEV +AVOL
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6. Update the intermediate configuration and stress.

[
C−1

p

]
n+1

=
[̃
C−1

p

]
− 2

3
∆λp TR

([̃
C−1

p

])
[̃N]

[εp]n+1 = [̃εp] +

√
2

3
∆λp

DEV[S]n+1 = DEV[̃S]− 2µ̄∆λp [̃N]

[S]n+1 = DEV[S]n+1 + [p]n+1 [J]n+1

[
C−1

]
n+1
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APPENDIX B

CHEMO-THERMAL MODEL IN LIMIT OF SPATIAL HOMOGENEITY

The model described in Chapter 2 and specified in Chapter 3 can be analyzed

in the case of spatial homogeneity under adiabatic conditions. In this case, the

conservation of energy, Eq. 2.8, reduces to

cpθ̇ = qc in Ω× R+, (B.1a)

θ(t) = θ̃(t) on Γθ × R+, (B.1b)

q⃗ · n⃗ = 0 on Γq⃗ × R+, (B.1c)

θ(t = 0) = θ0 in Ω, (B.1d)

while the reduced chemical conservation, Eq. 3.2, is

ẏδ = kc (1− yδ) in Ω× R+, (B.2a)

yδ(t = 0) = 0 in Ω, (B.2b)

yβ(t) = 1− yδ(t) in Ω× R+. (B.2c)

The reduced chemical heating term, Eq. 3.4, is

qc = −kc (1− yδ)∆hrxn,

or, making use of Eq. B.2a,

qc = −ẏδ ∆hrxn. (B.3)
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Combining Eqs. B.1a and B.3 thus yields

cpθ̇ = −ẏδ ∆hrxn. (B.4)

For the sake of this analysis, we consider θ0 = 453 [K], i.e. the initation temperature

of the HMX β → δ reaction. It can readily be seen that near θ ≈ θ0, we have that

cp ≈ 0cp (i.e., constant, see Figure 6.6(a)) such that this equation can be integrated

to find

0cpθ = −yδ ∆hrxn + C. (B.5)

Applying the conditions θ(t = 0) = θ0 and yδ(t = 0) = 0 we calculate C as

0cpθ0 = C, (B.6)

and conclude that temperature and mass fraction are related as

θ(t) = θ0 −
(
∆hrxn

0cp

)
yδ(t). (B.7)

For the parameters considered in this work, this is explicitly written as

θ(t) = 453.0− 43.35 yδ(t) [K]. (B.8)

This gives us implicit solutions for yδ(t) and θ(t). Furthermore, this shows that in

the large time limit where yδ → 1 [—], it is the case that θ → 409.7 [K] roughly.

Figure B.1(a) shows the result of using this in Eq. B.2a then solving the resulting

ODE in yδ and t. Figure B.1(b) shows the associated temperature profile.
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Figure B.1. Plots of (a) yδ and (b) θ under spatially homogeneous,
adiabatic conditions. Both plots employ a log scale for the t axis in order

to highlight the dynamics.

For convenience, the full system of ODEs for the conditions considered in this

section is provided below with relevant material parameters included.

0cpθ̇ = −ẏδ ∆hrxn, (B.9a)

ẏδ = AÂ(θ̇) exp

(
− Ea

Ruθ

)
(1− yδ) , (B.9b)

Â(θ̇) = 0.0451θ̇ + 0.0088, (B.9c)

yδ(t = 0) = 0, (B.9d)

θ(t = 0) = θ0, (B.9e)

where 0cp = 1035 [J/(kg·K)], ∆hrxn = 44870 [J/kg], Ea/Ru = 51960 [K], and A =

2.0× 1048 [s−1]. Again, θ0 can either be ‘ambient’ temperature (i.e., 300 [K]) or, for

the aforementioned reasons, the HMX β → δ initiation temperature (i.e., 453 [K]).
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101. C. W. Williams and K. Matouš. Prediction of nonlinear specific heat during
single crystal HMX phase transition, 2023. URL https://arxiv.org/abs/

2301.05010.
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